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Au reste il me parait que si l’on veut faire des progres dans les mathematiques il
faut étudier les maitres et non pas les ecoliers. Niels Henrik Abel†

†“Finally, it appears to me that if one wants to make progress in mathematics, one should study
the masters, not their students.” In: “Memoires de Mathématiques par N. H. Abel”, Paris, August
9, 1826, in the margin of p. 79. Original (Ms.fol. 351 A) in The National Library of Norway.
Reprinted with permission.



Preface

This book constitutes the third volume1 in a series on the Abel Laureates, covering
the period 2013–2017.

We keep the same structure as that of the previous volumes. There is one
chapter per year. Each chapter starts with the full citation from the Abel Committee,
followed by an autobiographical piece by the laureate. Then comes an article
on the scientific accomplishments of the laureate. In the first chapter, L. Illusie
writes on Pierre Deligne, while in the second chapter, the team, C. Boldrighini,
L. Bunimovich, F. Cellarosi, B. Gurevich, K. Khanin, D. Li, Y. Pesin, N. Simányi,
and D. Szász, led by K. Khanin, presents the work of Yakov G. Sinai. In the third
chapter, C. De Lellis writes on the work of John Nash, Jr. and R. Kohn on the work
of Louis Nirenberg. The work of Andrew Wiles is presented by C. Skinner in the
fourth chapter, and in the last chapter, A. Cohen writes on the work of Yves Meyer.

Tragically, John Nash, Jr. and his wife Alicia died in an automobile accident on
their way home to Princeton after the Abel Prize events in Oslo. Nash had prior
to the Abel ceremony agreed to write his autobiographical piece, but this was not
to be. Sylvia Nasar, the author of the bestselling biography2 of John Nash, kindly
volunteered to write a brief biography for this volume. In addition, we reproduce
with the kind permission of the Nobel Foundation, the short autobiography that
Nash wrote on the occasion of receiving, in 1994, The Sveriges Riksbank Prize in
Economic Sciences in Memory of Alfred Nobel.

Each chapter contains a complete bibliography and a curriculum vitae, as well as
photos—old and new.

The last chapter is meant to give, through a collection of photos, an idea of all
the activities that take place in connection with the Abel Prize, especially those that
involve children and youth. For in the Statutes of the prize it says:

1H. Holden, R. Piene (eds.): The Abel Prize 2003–2007. The First Five Years, Springer, Heidelberg,
2010, and H. Holden, R. Piene (eds.): The Abel Prize 2008–2012, Springer, Heidelberg, 2014.
2S. Nasar: A Beautiful Mind, Simon and Schuster, New York, 1998.
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viii Preface

The main objective of the Abel Prize is to recognize pioneering scientific achievements in
mathematics. The Prize shall also help boost the status of the field of mathematics in society
and stimulate children and youth to become interested in mathematics.

These other activities thus include mathematics competitions—the Niels Henrik
Abel competition for high school students and the UngeAbel (previously KappAbel)
competition for class teams of elementary school pupils—and the Bernt Michael
Holmboe Memorial Prize, an annual prize awarded in connection with the Abel
Prize ceremony, to a teacher or a group of teachers, who have done extraordinary
efforts in mathematics teaching in Norway.

The Abel Board also supports annual international conferences, the Abel Sym-
posia. It also supports mathematics in the developing world, by a yearly donation
to the International Mathematical Union. This included support for the Ramanujan
Prize in the years 2005–2012, and, from 2013 on, the Abel Visiting Scholar program
administered by IMU’s Commission for Developing Countries.

The back matter contains updates regarding publications and curriculum vitae
for all laureates, as well as the full prize citations for the years 2003–2012. Finally,
we list the members of the Abel Committee and the Abel Board for this period.

The annual interview of the Abel Laureates, aired on Norwegian national TV,
can be streamed from the Springer website. Transcripts of the interviews have been
published, and publication details can be found in the back matter.

We would like to express our gratitude to the laureates for collaborating with us
on this project, especially for providing the autobiographical pieces and the photos.
We would like to thank the mathematicians who agreed to write about the scientific
work of the laureates, and thus are helping us in making the laureates’ work known
to a broader audience.

Thanks go Marius Thaule for his LATEX expertise and the preparation of the
bibliographies as well as copyediting the manuscripts.

The technical preparation of the manuscript was financed by the Abel Board.

Trondheim, Norway Helge Holden
Oslo, Norway Ragni Piene
June 6, 2018
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“for seminal contributions to algebraic geometry and for their transformative
impact on number theory, representation theory, and related fields”



2 I 2013 Pierre Deligne

Citation

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2013 to Pierre Deligne, Institute for Advanced Study, Princeton, New
Jersey, USA,

for seminal contributions to algebraic geometry and for their transformative impact on
number theory, representation theory, and related fields

Geometric objects such as lines, circles and spheres can be described by simple
algebraic equations. The resulting fundamental connection between geometry and
algebra led to the development of algebraic geometry, in which geometric methods
are used to study solutions of polynomial equations, and, conversely, algebraic tech-
niques are applied to analyze geometric objects. Over time, algebraic geometry has
undergone several transformations and expansions, and has become a central subject
with deep connections to almost every area of mathematics. Pierre Deligne played
a crucial role in many of these developments. Deligne’s best known achievement is
his spectacular solution of the last and deepest of the Weil conjectures, namely the
analogue of the Riemann hypothesis for algebraic varieties over a finite field. Weil
envisioned that the proof of these conjectures would require methods from algebraic
topology. In this spirit, Grothendieck and his school developed the theory of l-adic
cohomology, which would then become a basic tool in Deligne’s proof. Deligne’s
brilliant work is a real tour de force and sheds new light on the cohomology
of algebraic varieties. The Weil conjectures have many important applications in
number theory, including the solution of the Ramanujan–Petersson conjecture and
the estimation of exponential sums.

In a series of papers, Deligne showed that the cohomology of singular, non-
compact varieties possesses a mixed Hodge structure that generalized the classical
Hodge theory. The theory of mixed Hodge structures is now a basic and powerful
tool in algebraic geometry and has yielded a deeper understanding of cohomology.
It was also used by Cattani, Deligne and Kaplan to prove an algebraicity theorem
that provides strong evidence for the Hodge conjecture.

With Beilinson, Bernstein and Gabber, Deligne made definitive contributions to
the theory of perverse sheaves. This theory plays an important role in the recent
proof of the fundamental lemma by Ngo. It was also used by Deligne himself to
greatly clarify the nature of the Riemann–Hilbert correspondence, which extends
Hilbert’s 21st problem to higher dimensions. Deligne and Lusztig used l-adic
cohomology to construct linear representations for general finite groups of Lie type.
With Mumford, Deligne introduced the notion of an algebraic stack to prove that
the moduli space of stable curves is compact. These and many other contributions
have had a profound impact on algebraic geometry and related fields. Deligne’s
powerful concepts, ideas, results and methods continue to influence the development
of algebraic geometry, as well as mathematics as a whole.



Mathematical Autobiography

Pierre Deligne

In what follows, I dwell on some major influences on my mathematical education.
The account Luc Illusie gives of my work is much more systematic. I would like to
begin by thanking him for it.

I was born 1 month after the liberation of Brussels. My mother often told me how
a providential school of herring saved Belgium from starvation, and how Holland
had it much worse in the winter of 1944/1945.

My siblings are 7 and 11 years older than me. My parents highly valued
education, and we were the first generation in the family to attend university.
I enjoyed my brother’s explanations of mathematical facts he had just learned.
Looking at the thermometer made negative numbers easy to grasp, but that (−1)×
(−1) is +1 was another matter. Of course, my brother was saying “is”, not “is better
defined to be because. . . ”. Much later, I was very surprised that historians did not
use a year 0—presumably because chronologies preceded the taming of negative
numbers. When he was in high school, my brother showed me how to solve second
degree equations. In his college textbook, I read about the degree three case.

I have been extremely lucky, both with the people I met, who helped me, and
that the time of my youth was a time for the creation of tools, my inclination.
At 14, I met Mr. Nijs, who was a high school teacher. He saw my interest in
mathematics, and took the risky, but fortunate decision to give me Bourbaki’s
Éléments de Mathématique, starting with the four chapters on Set Theory. I cared
that in mathematics “true” meant true, not just arguable, and here at last was an

Electronic Supplementary Material The online version of this chapter (https://doi.org/10.1007/
978-3-319-99028-6_1) contains supplementary material, which is available to authorized users.

P. Deligne (�)
Institute for Advanced Study, Princeton, NJ, USA
e-mail: deligne@math.ias.edu

© Springer Nature Switzerland AG 2019
H. Holden, R. Piene (eds.), The Abel Prize 2013–2017,
https://doi.org/10.1007/978-3-319-99028-6_1
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4 P. Deligne

Me at age 7. Taken in September 1952. I am in a “louveteau” (younger boy scout) uniform. (Photo:
private)

idealization of what a proof was, serving as an anchor. A welcome contrast to the
sloppy beginning of Euclidean geometry learned in school. I also read A. Heyting’s
Intuitionism, an introduction. From intuitionism (and later from E. Bishop’s less
dogmatic Constructive Analysis), I learned that non effectivity of proofs is usually
due to the use of excluded middle (a statement or its negation is true) rather than
to the use of the axiom of choice.1 In writing up proofs, I continue to try avoiding
proofs by contradiction. I find that when not too costly, a construction gives a better
understanding.

A second piece of luck was that J. Tits was then at Brussels University (ULB).
While still in high school, I could attend his course on Lie groups, as well as the
seminar he was organizing with F. Bingen and L. Waelbroeck. At one of his lectures,
he defined the center of a group, stated it is an invariant subgroup, started proving
it, and then stopped, saying: “in fact this is obvious. As I could define the center,
it is stable by any automorphism, a fortiori by inner automorphisms.” This is how I
realized the power of “transport of structures”, the principle that when we have two
sets S1 and S2 with some structures s1 and s2, and an isomorphism f : (S1, s1)

∼−→

1For a nice description of what is involved here, I refer to the recent article by A. Bauer: Five stages
of accepting constructive mathematics, Bull. AMS 54 3 (2017) 481–498.
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(S2, s2), anything done on (S1, s1) can be transported to (S2, s2), and that this is
especially useful when (S1, s1) = (S2, s2), but f is not the identity. This is an
analogue in mathematics to Curie’s principle: “Lorsque certaines causes produisent
certains effets, les éléments de symétrie des causes doivent se retrouver dans les
effets produits.”2

The mental hygiene needed to apply transport of structures is natural, especially
so when using a language, unlike Russian, which distinguishes between “a” and
“the”. It is well explained in chapter “Curriculum Vitae for Pierre R. Deligne” of
Bourbaki’s Set Theory (original French edition, not the second edition “revue et
diminuée”). Unfortunately, the categorical analogue, asking that no distinction be
made between equivalent categories, remains rules of thumb, such that “equality
makes sense between morphisms, not between objects.” An equality sign between
objects usually means an isomorphism has been constructed, and compatibilities
between such isomorphisms have to be taken care of.

I cherish a piece of advice Tits gave me: “Do what you like”. When I was
20, he told me it was time to go to Paris, made it possible and introduced me to
Grothendieck. The next 2 years (the second as a “pensionnaire étranger” at École
Normale Supérieure), I mainly attended Grothendieck’s seminar at IHÉS and Serre’s
lectures at Collège de France, with the rest of each week needed to understand the
lectures I had listened to and to fill gaps in my education. At the end of each year, I
would return to Brussels to pass exams at the University. This was possible thanks
to the European system, where only mathematical courses, plus some physics, were
required. The American system, with its distributional requirements, would have
been suffocating. I was also helped by fortunate previous readings, made possible by
browsing the open stacks of the library of the ULB department of mathematics. The
shelving by alphabetical order of authors encouraged serendipity. Two books which
took me a long effort to digest, but proved very useful, were de Rham’s Variétés
Différentiables, and Godement’s Théorie des faisceaux.

The next year (1966/1967) was lost to military service. (Belgium was still
occupying parts of Germany at that time.)

As Grothendieck wrote in Récoltes et Semailles, he was building “houses”
where mathematical ideas would not be cramped. He had around him some of
the best young French mathematicians who, inspired by him, were helping at that
task. He asked me to write exposés XVII and XVIII of SGA4, respectively about
cohomology with compact support and duality in etale cohomology. Doing so, I
learned how to write, as well as the subject matter. My first draft was returned
to me with two injunctions: “Proofs should be complete” and “False statements
are not allowed.” The second seems obvious, but is not when it concerns signs in
homological algebra.

2Translation: When certain causes produce certain effects, the elements of symmetry of these
causes must be found in the produced effects.
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Orsay thesis. February 1972. (Photo: private)

I admire how Grothendieck was able, so many times, to develop a framework in
which difficulties of proofs dissolved. This remained for me an ideal, which I rarely
approached.

His philosophy of motives has been a guiding thread in many of my works,
including some for which this is not immediately apparent. I mean here the
philosophy, not Grothendieck’s precise definition of a category of pure motives over
a field k. This precise definition is reasonable only if one assumes the so-called
“standard conjectures”, for which the evidence is meager.

Let us consider algebraic varieties over a field k. We have for them many
cohomology theories (with coefficient fields of characteristic zero) which seem to
repeat the same story in different languages: Betti (for k ↪→ C), de Rham (for
smooth varieties over k of characteristic zero), crystalline, �-adic (for � a prime
invertible in k). The philosophy of motives tells the following.

(A) Each of these theories factors through a motivic theory H ∗
mot, with values

in the category of motives over k. This category is a Q-linear abelian category, in
which the Hom groups are finite dimensional. The theory h∗ is deduced from H ∗

mot
by applying a realization functor real{h∗}: an exact functor from motives to the
abelian category in which h∗ takes values. Of course, natural isomorphisms, exact
sequences, spectral sequences,. . . making sense across theories are images of the
same in the category of motives, and relations between theories, such as comparison
isomorphisms, are induced by relations among the realization functors.

Models: for smooth projective varieties, Pic0(X) (viewed as an object of the
category of abelian varieties taken up to isogeny) plays the role of a motivic H 1:
all h1 are deduced from it by applying suitable functors. For H 0, we have the more
elementary model of rational representations of Gal(k̄/k) (Artin motives).

(B) The category of motives has a tensor product, compatible with the various
realization functors, and giving rise to a motivic Künneth formula. This tensor
product turns the category of motives into a tannakian category over Q. Tannakian
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categories were invented by Grothendieck for this purpose, and are akin to
categories of representations of algebraic groups. The case of Artin motives, where
the group is Gal(k̄/k), led to the terminology “motivic Galois group.”

Here are applications I made of the motivic philosophy.

Definition of Mixed Hodge Structures

I try to remain aware of what I don’t understand, and of “discrepancies”. One
discrepancy which occupied me a great deal at the time is that while the eigenvalues
of the Frobenius acting on �-adic cohomology are �-adic numbers, the Weil
conjecture is about their complex absolute values. The discrepancy relevant for
mixed Hodge theory is between the scope of applicability of the Hodge versus the �-
adic theories. Let X be a smooth projective variety over, say, a number field k ⊂ C.
Hodge theory gives a Hodge structure of weight n on Hn

B(X) := Hn(X(C),Q),
that is a decomposition Hn

B(X)⊗ C =⊕
p+q=n H

p,q , with Hpq = Hqp. For each

�, etale cohomology gives an action of Gal(k̄/k) on Hn
� (X) = Hn(X(C),Q)⊗Q�,

turning Hn
� into an �-adic representation of weight n (weight n refers to the

complex absolute values of eigenvalues of Frobenius elements, and was at that time
conjectural).

Etale cohomology continues to provide an action of Galois on H ∗
� (X) when X is

not supposed to be projective and smooth. Further, spectral sequences of geometric
origin abut an increasing weight filtration W such that each GrWp (Hn

� (X)) is a

subquotient of some Hp

� (Y ), with Y projective and smooth. The motivic philosophy
suggests that the weight filtration is motivic, that is comes from a filtration W of
Hn

mot(X), and that GrWp Hn
mot(X) is pure of weight p. Applying the Betti realization

functor, we would get on Hn
B(X) = Hn(X(C),Q) a weight filtration W and for

each p a Hodge structure of weight p on GrWp HB(X).
In the �-adic case, one does not just have a weight filtration and a pure

structure on the successive quotients, but an ambient abelian category of �-adic
representations of Galois. The motivic philosophy forces the question: “What is the
Hodge analogue?” The solution appears when one admits the primacy of the Hodge
filtration over the Hodge decomposition: Hn

B(X) carries a mixed Hodge structure,
given by a filtration F of Hn

B(X) ⊗ C inducing the Hodge filtrations of the pure
subquotients GrWp Hn

B(X).
For projective varieties, an extension of an abelian variety by a torus (taken up to

isogeny) plays the role of a motivic H 1: to X, one attaches the quotient of Pic0(X)

by its unipotent radical. For X over C, this motivic H 1 is determined by H 1
B(X),

with its mixed Hodge structure. For general varieties, one should similarly consider
1-motives (up to isogeny).
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Definition of Shimura Varieties

Period mapping domains are moduli spaces of Hodge structures on a fixed vector
space V , compatible with structures on V expressible in the language of multilinear
algebra. Hermitian symmetric spaces correspond to the special case where Griffiths
transversality (at first order, Fp moves within Fp−1) is satisfied. This makes it
natural to think of their arithmetic quotients as moduli spaces of motives M ,
endowed with structures s expressible using the tensor product. A way to express
such an (M, s) is: a functor, compatible with ⊗, from the category of representations
of a reductive group G over Q, to the category of motives. Level structures should
be given as well. Conditions have to be imposed, and fields of definition should be
subfields of C above which they make sense. Shimura emphasized an algebra with
involution giving rise to the (classical) group G, and case-by-case characterized his
canonical model by properties of CM points. Emphasizing G, as motives suggested,
allowed for uniform definitions, where the properties of CM points appeared as
functoriality for a morphism G1 → G2, with G1 a torus, G2 = G.

Morphisms Between Motives

Grothendieck’s definition of the category of pure motives is reasonable only
provided that there are “enough” algebraic cycles. On this question, almost no
progress has been made since the 1960s. I have made attempts to find substitutes
for algebraic cycles, with some success only in situations closely related to abelian
varieties and where monodromy groups are “large”. [D20] and [D21] concern
cohomology groups H for which one can construct injections to H 1(A) (resp
H 2(A)), for A an abelian variety, with the same good properties as if they were
induced by a motivic map in the sense of Grothendieck. In [D48], I show that Hodge
cycles on abelian varieties enjoy many of the properties of algebraic cycles.

Conjectures on Critical Zeta Values

Motives give rise to zeta functions ζ(M, s). The value at an integer n depends only
on the Tate twist M(n) ofM . For n “critical”, ζ(M, s) was in many cases expressible
as a rational multiple of “periods”. If to make a conjecture one insists on using only
the de Rham and Betti realizations of M(n), with the natural structures they carry,
one is quickly led to the conjecture I made.

Later, Beilinson understood I was simply taking the volume of an Ext1-group in
the category of mixed Hodge structures, and that for general integral values of s,
this Ext1-group should be taken modulo a motivic Ext1.
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Me making pancakes on an open fire in Ormaille. Around 1979. (Photo: C. Tate)

Relations Between Multizeta Values

Here we leave the categories of pure motives on which Grothendieck was concen-
trating, to consider iterated extensions of Tate motives. Over number fields, such
categories of mixed Tate motives can actually be defined, and the size of a motivic
Galois group imposes linear relations between multizeta values.

When I was in high school, I had no idea one could get paid for doing
mathematics. My father would have liked me to become an engineer. I was planning
to become a high school teacher, and do mathematics as a hobby. That I could earn
a living by doing what I liked best came as a pleasant surprise. I should add that
the situation then was much better than it is at present for young people. Many jobs
were available thanks to the expansion of higher education.

The IHÉS (Institut des Hautes Études Scientifiques) had been created by
Motchane in 1958. He was inspired by the example of the IAS (Institute for
Advanced Study), and asked advice from Oppenheimer, its director. France, how-
ever, had no tradition of philanthropy for the sciences, and Motchane succeeded
against great odds. He took good advice, convinced Dieudonné and (at Dieudonné’s
instigation) Grothendieck to accept his risky offer, and managed to convince first
industrialists, and later governments to give money for his creation to survive,
sometimes tenuously. IHÉS became my paradise.
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Daughter Natalia in basket, son Alyosha on my back. (Photo: private)

In 1985, I moved to another paradise, the IAS. My self-imposed obligation to
give each year a seminar was becoming heavy, and I did not feel it to be wise to
spend all my life in one place. I was also attracted by the beauty of open spaces in
the US, and by the presence in Princeton of Langlands and Harish-Chandra (who
alas passed away shortly before my arrival).

In 1996/1997, there was at the IAS a yearlong effort to understand what string
theorists were doing. One of the motivations was that they were able to make wholly
unexpected predictions—which so far have always turned out to be correct—even
in very classical parts of algebraic geometry. My aim that year was to learn the
rules for making such predictions. I failed. The stumbling blocks were not the ones
I expected: an absence of proof is a challenge, an absence of definition is for me
deadly. I felt expelled from Cantor’s paradise to the world of Euler, where formulae
are assumed to have meaning, with no distinction between defining and computing.
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At the banquet for my 61st anniversary (Fall 2005). Left: Mozzochi, behind him Langlands.
Clockwise around my head: Esnault, Messing, Beilinson. Right: half face of Luc Illusie, and behind
him Nicholas Katz. (Photo: private)

As Euler would say “Let us compute
∑

(−1)nn!”,3 physicists would say “Let us
compute the path integral related to such or such lagrangian”.

I still would very much like to understand why this formalism led to so many
correct predictions.

3De seriebus divergentibus, Opera Omnia I 14 585–617.
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Luc Illusie

Dix choses soupçonnées seulement, dont aucune (la conjecture
de Hodge disons) n’entraîne conviction, mais qui mutuellement
s’éclairent et se complètent et semblent concourir à une même
harmonie encore mystérieuse, acquièrent dans cette harmonie
force de vision. Alors même que toutes les dix finiraient par se
révéler fausses, le travail qui a abouti à cette vision provisoire
n’a pas été fait en vain, et l’harmonie qu’il nous a fait entrevoir
et qu’il nous a permis de pénétrer tant soit peu n’est pas une
illusion, mais une réalité, nous appelant à la connaître.

— A. Grothendieck, Récoltes et Semailles, Deuxième partie,
I B 4 1.

Grothendieck’s philosophy of motives permeates Deligne’s work. No one has made
the multiple voices of arithmetic geometry sing in harmony better than Deligne.
Almost every one of his articles echoes or corresponds to another one, sometimes
far away. I have tried to make this counterpoint perceptible.

The plan roughly follows a tentative chronological order—awkward and artificial
as it is to establish such an order, since Deligne was often working on several distinct
themes at the same time. Despite the interaction between the various parts, I think
that each main section can be read independently. An important part of Deligne’s
work consists in his conjectures. I recap them in Sect. 10 and discuss those that had
not appeared in the previous sections. In Sect. 11, I list Deligne’s expository articles.

This report is by no means comprehensive. The contributions that I have only
briefly mentioned or not discussed at all are numerous, and each of them would
have deserved a careful analysis.

References to articles in the list of publications of Deligne are given in the form
[D***,****].

L. Illusie (�)
Université Paris-Sud, Orsay Cedex, France
e-mail: luc.illusie@math.u-psud.fr
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1 Foundational Work: Topology, Homological Algebra, Étale
Cohomology

Deligne’s first contributions were inspired by questions related to the new territories
that Grothendieck was exploring: sites and topoi, derived categories, étale cohomol-
ogy. He did not just solve riddles, but, with a view towards geometric applications,
built solid foundations for new techniques which were to become of standard use.

Deligne’s foundational work is not limited to the topics discussed in this section.
See Sects. 2.1, 2.3, 4.2 “Homological Algebra Infrastructure”, Sect. 4.3 “Axiom-
atization of Shimura Varieties”, Sect. 5.8 “t-Structures”, 7.4, and 9.1 for other
important basic contributions.

1.1 General Topology

A site is a category equipped with a Grothendieck topology. A topos is a category
equivalent to the category of sheaves on a site. A point t of a topos T is a functor
F �→ Ft from T to the category of sets commuting with arbitrary inductive limits
and with finite projective limits. The empty topos, i.e., the one object, one map
category of sheaves on the empty space has no point. Deligne gave the first example
of a non-empty topos having no point ([2], IV, 7.4): the topos of sheaves on the site
defined by the category of Lebesgue measurable subsets of the segment [0, 1], up to
measure zero sets, with maps deduced from inclusions, and the topology defined by
covering families consisting of countable unions (up to measure zero sets).

In the positive direction, Deligne gave a convenient sufficient condition for a
topos T to have enough points, i.e., a conservative family of points: if T is locally
coherent, i.e., is locally defined by a site having finite projective limits and in which
any covering family (Ui → U)i∈I has a finite sub-covering, then T has enough
points ([3], VI 9). Topoi arising from certain topologies on schemes, such as the fpqc
topology or Voevodsky’s h-topology, are easily seen to be locally coherent, though
the existence of enough points is not clear. It was later observed that Deligne’s
theorem is equivalent to Gödel’s completeness theorem on first order logic ([137],
p. 243).

Though topoi without points can be considered as pathological, for a number of
basic results in the theory, the hypothesis of the existence of enough points looked
artificial, and it was a challenge to do without it, for example, to prove stability of
flatness under inverse images. Deligne solved this question by an elegant extension
of D. Lazard’s theorem on flat modules, involving a new technique of local inductive
limits ([3], V, 8.2.12).

In the early 1980s Deligne constructed oriented products of topoi, with an
application to a theory of nearby cycles over bases of any dimension, see Sect. 7.4.
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1.2 Spectral Sequences

Degeneration and Decomposition in the Derived Category

Let A be an abelian category. An object K of the bounded derived category Db(A )

is called decomposable if there is an isomorphism K 	 ⊕Hi(K)[−i] in Db(A ).
If K is decomposable, then, for any cohomological functor T from Db(A ) to an
abelian category B, the spectral sequence ([254], III 4.4.6)

E
pq

2 = T (Hq(K)[p]) ⇒ T (K[p + q])

trivially degenerates at E2. In [D3, 1968] Deligne proves that the converse holds,
and derives from this useful criteria of decomposability (loc. cit., 1.5, 1.11):

Theorem 1 Let K ∈ Db(A ).

(a) If there exist an integer n and a morphism u : K → K[2] in Db(A ) such that,
for all i ≥ 0, ui induces an isomorphism Hn−i (K)

∼→ Hn+i (K), then K is
decomposable.

(b) If there exist endomorphisms πi of K in Db(A ) such that Hj(πi) = δij , then
K is decomposable.

He applies this to get degeneration results for Leray spectral sequences. Let f :
X → Y be a proper and smooth morphism of schemes, purely of relative dimension
n, with Y connected and X having a relatively ample invertible sheaf O(1).

(i) Assume Y separated and of finite type over C, and let f an : Xan → Y an denote
the induced morphism on the associated complex analytic spaces. Then Rf an∗ Q
is decomposable in Db(Y an,Q), and, in particular, the Leray spectral sequence

E
pq

2 = Hp(Y an, Rqf an∗ Q) ⇒ Hp+q(Xan,Q) (1)

degenerates at E2.1

This follows from Theorem 1 (a) applied to the endomorphism of degree
2 of Rf an∗ Q defined by the Chern class u ∈ H 2(Xan,Q) of O(1), in view of
the hard Lefschetz theorem on one fiber of f . If Y is smooth over C and f is
assumed only proper and smooth (no existence of a relatively ample line bundle
is demanded), then the conclusions of (i) still hold ([D16, 1971], 4.1.1). This
time, this follows from Theorem 1 (b) applied to the endomorphisms of Rf an∗ Q
defined by liftings to X×Y X of Künneth components of the cohomology class
of the diagonal of a fiber of X ×Y X.

(ii) Assume Y separated and of finite type over an algebraically closed field k,
and let � be a prime number invertible in k. Assume that the hard Lefschetz

1As Serre observed (loc. cit., 2.10), when Poincaré duality is available on the base, this
degeneration can also be proved by an extension of Blanchard’s method in [33].
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theorem holds for H ∗(Xy,Q�) for one geometric fiber Xy of f , i.e., if v ∈
H 2(Xy,Q�(1)) is the image of the Chern class of O(1), then, for all i ≥ 0,
vi : Hn−i (Xy,Q�) → Hn+i (Xy,Q�)(i) is an isomorphism. Then, similarly,
using a variant of (a) allowing for Tate twists ([D3, 1968], 1.10), Rf∗Q� is
decomposable, and in particular, the Leray spectral sequence

E
pq
2 = Hp(Y,Rqf∗Q�) ⇒ Hp+q(X,Q�) (2)

degenerates at E2.

At the time, the hard Lefschetz theorem was known only in special cases (e.g.,
varieties liftable to characteristic zero). It was later proved in general by Deligne
[D46, 1980] (see Sect. 5.6 “First Applications”, Hard Lefschetz theorem). Actually,
according to Deligne ([D3, 1968], 2.9), Grothendieck, using a weight argument, had
conjectured the degeneration of (2) for Y proper and smooth over k. His argument
was the following. After standard reductions, we may assume that k is the algebraic
closure of a finite field Fq , and that f : X → Y comes by extension of scalars from a
proper and smooth f0 : X0 → Y0. By the Weil conjectures (in the generalized form
proved by Deligne in [D46, 1980], see Theorem 22), for any (i, j), the lisse sheaf
Rjf0∗Q� is pure of weight j and Hi(Y0, R

jf0∗Q�) is pure of weight i+j , hence all
differentials of (2) must vanish, as their sources and targets have different weights.
This doesn’t prove the decomposability of Rf∗Q�, but, assuming Y to be only
smooth over k, Deligne later found another argument (also based on Theorem 22),
namely that Hi(Y0, R

jf0∗Q�) is mixed of weights ≥ i + j , showing the desired
decomposability. But all these weight arguments assume Y smooth over k.

In ([D3, 1968], 5.5) Deligne also gave a complement to this decomposition
theorem for relative Hodge cohomology in characteristic zero.

Deligne will return to this topic several times:

• in [D53, 1982], with the so-called decomposition theorem (see Sect. 5.8 “The
Purity and Decomposition Theorems”)

• in [D65, 1987], with decompositions of the de Rham complex in characteristic
p > 0 under certain lifting and dimension assumptions (see Sect. 4.6)

• in [D75,1994], where he revisits the above decomposition criteria in the frame-
work of triangulated categories endowed with a t-structure, and constructs
distinguished decompositions (see [49] for variants).

Décalage of Filtrations

In the early 1960s it had been observed that a spectral sequence could sometimes
appear under different disguises: starting at E1, or starting at E2, with E2 equal to
the previous E1 up to a certain renumbering. A typical example is provided by the
spectral sequences arising from a bicomplex. Let (M•,•, d ′, d ′′) be a bicomplex of
an abelian category A, concentrated in a quadrant i ≥ a, j ≥ b, and let K := sM•,•
be the associated simple complex, with Kn = ⊕p+q=nM

p,q, d = d ′ + d ′′. The
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filtration on K induced by the naive truncation of M•,• relative to the first degree
gives rise to a spectral sequence

′Ep,q

1 = H ′′q(Mp,•) ⇒ Hp+q(K)

with E2 term ′Ep,q

2 = H ′pH ′′q(M•,•), where H ′ (resp. H ′′) denotes cohomology
relative to d ′ (resp. d ′′). On the other hand, the filtration W on K induced by the
filtration of M•,• defined by the canonical truncations with respect to d ′′ gives rise
to a spectral sequence

WE
p,q
1 = H ′2p+qH ′′−p(M•,•) ⇒ Hp+q(K).

One has the coincidence

WE
p,q
1 = ′E2p+q,−p

2 , (3)

with d2 for ′E corresponding to d1 for WE. Deligne realized that this was a special
case of a phenomenon produced by what he called décalage (shift) of filtrations. If
F = (Fp)p∈Z is a decreasing filtration on a complex (L, d) of A, Deligne defines
the filtration décalée Dec(F ) on L by

Dec(F )pLn = Fp+nLn ∩ d−1(Fp+n+1Ln+1).

The spectral sequences of L filtered by F and Dec(F ) are related in the following
way. The obvious homomorphism of complexes

(E
p,q

0 (L,Dec(F )), d) = (grpDec(F )
Lp+q, d)

→ (E
2p+q,−p

1 (L, F ), d1) = (Hp+q(gr2p+q

F L, d), d1)

is a quasi-isomorphism, and for r ≥ 1, induces isomorphisms of complexes

(E
p,q
r (L,Dec(F )), dr)

∼→ (E
2p+q,−p

r+1 (L, F ), dr+1) (4)

([D16, 1971], 1.3.3, 1.3.4). When one takes for F the filtration on K induced by the
naive truncation of M•,• relative to the first degree, one has Dec(F ) = W , which
explains (3).

Deligne devised this mechanism of décalage in 1965. It turned out to be a crucial
technical tool in his construction of mixed Hodge structures on smooth schemes over
C, see Sect. 4.2 “Homological Algebra Infrastructure”. Since then, décalage was
used occasionally in de Rham or crystalline cohomology in positive characteristic,
see, e.g., ([206], 7.2.1, [207], 2.26).
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1.3 Cohomological Descent

Let (X,O) be a ringed space, and let U = (Ui)i∈I be an open covering. Giving
a sheaf F of O-modules on X is equivalent to giving a family of sheaves of O-
modules Fi on Ui and gluing data gij : Fi |Uij

∼→ Fj |Uij on the intersections
Uij = Ui ∩ Uj , satisfying the usual cocycle condition. This no longer holds in
general for objects of the derived category D(X,O). Indeed, a cohomology class
u ∈ Hn(X,F ) is a morphism u : O → F [n] in D(X,O), and for n > 0, u locally
vanishes. In 1965 Deligne conceived a theory by-passing this difficulty, later called
cohomological descent, that worked in a much greater level of generality: for ringed
sites or topoi, and hypercoverings, a generalization due to Cartier and Verdier of
the notion of covering family. A full account was written up by Saint-Donat in ([3],
Vbis). See ([D29, 1974], 5) for an introduction, and [128] for an overview.

The following example, discussed by Deligne in ([D29, 1974], 5.3), is of crucial
importance for mixed Hodge theory (see Sect. 4.2 “Mixed Hodge Theory”, The
general case).

Let X• be a simplicial topological space. A sheaf F • on X• is the data of a
family of sheaves F n on Xn and of Xf -maps F •(f ) : F n → Fm for each
non-decreasing map f : [n] → [m], where [n] denotes the ordered set {0, · · · , n},
Xf : Xn → Xm, and by an Xf -map one means an element of Hom(X∗

fF
n,Fm) 	

Hom(F n,Xf ∗Fm), the maps F •(f ) having to satisfy the condition F •(gf ) =
F •(g)F •(f ). With morphisms defined in the obvious way, sheaves on X• form a
topos X̃•, which was first defined by Deligne. It was later called the total topos of
X•, and studied in great generality in ([3], VI 7.4).

An augmentation a : X• → S defines a morphism from X̃• to the topos
of sheaves on S, hence a pair of adjoint functors (a∗, a∗), which extend to a
pair of adjoint functors (a∗, Ra∗) between the corresponding derived categories
D+(X̃•,Z) and D+(S,Z). If S is a point, one writes RΓ (X̃•,−) (or RΓ (X•,−)

for Ra∗. For M ∈ D+(X•,Z), H ∗(X•,M) = H ∗RΓ (X•,M) is the abutment of a
spectral sequence

E
pq

1 = Hq(Xp,Mp) ⇒ Hp+q(X•,M). (5)

For any K ∈ D+(S,Z), we have an adjunction morphism

K → Ra∗a∗K. (6)

A key result of the theory of cohomological descent is the following theorem ([D29,
1974], 5.3.5), ([3], Vbis, 3.3.3, 4.1.6):

Theorem 2 Assume that a is a proper hypercovering, which means that, for each
n ≥ −1, the canonical map

(ϕn)n+1 : Xn+1 → (coskn sknX•)n+1 (7)
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(induced by the adjunction map ϕn : Id → cosknskn) is proper and surjective (with
the convention that (ϕ−1)0 = a0 : X0 → S). Then (6) is an isomorphism.

Here, as usual, skn denotes the n-th skeleton functor, associating with a simplicial
space X• over S the underlying n-th truncated simplicial space (restriction to the
category of ordered sets [m] with m ≤ n), and coskn, the n-th coskeleton functor,
which is its right adjoint. For example, sk0X = X0, and, for a space Y over
S, cosk0Y is the simplicial space [n] �→ (Y/S)[n]. The space (coskn sknX•)n+1
appearing in (7) consists of the maps from the n-th skeleton of the standard simplex
Δn+1 (a “simplical n-th sphere”) to X•. Its construction involves a finite projective
limit, deduced from the gluing of n-th faces along the (n− 1)-th skeleton of Δn+1.

The isomorphism (7) induces an isomorphism

H ∗(S,K)
∼→ H ∗(X•, a∗K),

thanks to which H ∗(S,K) can be analyzed through the spectral sequence (5), which
reads

E
p,q

1 = Hq(Xp, a
∗
pK) ⇒ Hp+q(S,K),

a generalization of the Čech spectral sequence for a locally finite covering of S by
closed subsets.

Note that by ([3], loc. cit.) (6) would still be an isomorphism if, instead of being a
proper hypercovering, a was assumed to be a hypercovering for the topology on the
category of S-spaces generated by usual open coverings and proper surjective maps
(an analogue of the Voevodsky topology on schemes). In particular, if b : Sh → S

is the corresponding morphism of sites, the adjunction map K → Rb∗b∗K is an
isomorphism (cf. ([246], 10.2) for a similar result on schemes). This observation
was used by Beilinson in his proof of the p-adic de Rham comparison theorem
[28].

1.4 Duality and Finiteness Theorems in Étale Cohomology

Global Duality

Poincaré duality in étale cohomology for quasi-projective morphisms f : X → Y

and coefficients Λ = Z/nZ with n invertible on Y , in the form of the construction
of a pair of adjoint functors (Rf!, Rf !) between the derived categories D+(X,Λ)

and D+(Y,Λ), was established by Grothendieck in 1963 and he talked about
it in his seminar SGA 4 [4] in 1964. A sketch was given by Verdier in [252].
Grothendieck proposed to Deligne, who had not attended SGA 4, to write up a more
comprehensive version. This resulted in the exposés [D4, D5, 1969]. Not only did



20 L. Illusie

Deligne generalize the set-up and fill in details, but he made a number of original
contributions.

Derived Functors

A large part of [D4, 1969] is devoted to foundations for the theory of derived
functors. At the time, Verdier’s thesis had not been published.2 Hartshorne’s
treatment in [113] was insufficient for the needs of the étale global duality
formalism, and plagued by a number of sign mistakes. Deligne clarified the sign
conventions for multiple complexes, and introduced a more flexible notion of right
(resp. left) derived functor of a functor F , with values in categories of ind- (resp.
pro-) objects of derived categories. For example, if A and B are abelian categories,
and F : K+(A) → K+(B) is an exact functor, then Deligne defines RF(K) as
the ind-object “colim”s:K→K ′F(K ′) of D+(B), where s runs through the filtering
category of classes up to homotopy of quasi-isomorphisms in K+(A); F is said to be
derivable at K if RF(K) is essentially constant. This new viewpoint was especially
useful for the construction of generalized Künneth isomorphisms ([D4, 1969], 5.4),
and turned out to be essential for the definition of derived functors of non additive
functors ([D4, 1969], 5.5.5) (see also [120]).

Diagram Compatibilities

By an ingenious argument of fibered and cofibered categories Deligne solved Artin’s
perplexity in ([4], XII 4) about the coincidence of the base change maps defined in
the two natural ways ([D4, 1969], 2.1.3). His method was later exploited to prove
the diagram compatibilities involved in the Lefschetz–Verdier trace formula ([5],
III).

The Functors Rf! and Rf !

For Λ = Z/nZ and f : X → Y compactifiable, i.e., of the form f = gj with
g proper and j an open immersion, Grothendieck defined the direct image with
proper support functor Rf! : D+(X,Λ) → D+(Y,Λ) by Rf! = Rg∗j!, where
j is the extension by zero functor. This definition was forced by the requirement
of transitivity, and the proper base change theorem guaranteed independence of
the choice of the compactification. However, a rigorous treatment demanded the
verification of a number of compatibilities, that Deligne neatly axiomatized in a
gluing lemma ([D5, 1969], 3.3) that can be used in other contexts (it was recently
revisited by Liu and Zheng [176]).

2The published version [254] doesn’t treat derived functors either.
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For n invertible on Y , Grothendieck defined Rf ! : D+(Y,Λ) → D+(X,Λ) for
f smoothable, i.e., of the form f = gi, with g smooth and i a closed immersion, by
Rf ! = Ri !g∗[2d](d), where d is the relative dimension of g, and Ri ! is the derived
functor of the functor F �→ H 0

X (F)|X. Independence of the factorization was
guaranteed by the relative purity theorem, and the main bulk of the global duality
theorem rested on the definition of a trace morphism Tr : Rg!g∗[d](d) → Id making
Rf ! = g∗[2d](d) right adjoint to Rg!. This is the approach explained by Verdier in
[252]. Deligne chose a different path, enabling him to get rid of the assumption of
the existence of such a factorization. Imitating Verdier’s method to prove Poincaré
duality for topological spaces, he showed that, for f compactifiable, Rf! admits a
right adjoint Rf !, thus shifting the core of the proof of the global duality theorem to
the calculation of Rf ! for f smooth, i.e., recovering the formula Rf ! = f ∗[2d](d).

He also realized that the same method could be used in the quite different context
of global duality for coherent sheaves on locally noetherian schemes, provided that
a suitable direct image with proper support functor Rf! could be defined. This is
what he does in the appendix [D2, 1966] to Hartshorne’s seminar [113].

Picard Stacks and Geometric Class Field Theory

Whatever the method used to prove global duality in étale cohomology, at the end
of the day the key point is Poincaré duality on curves. For X a smooth connected
curve over an algebraically closed field k and n invertible in k, the fact that cup-
product followed by the trace isomorphism Tr : H 2

c (X,μn)
∼→ Z/nZ is a perfect

duality between H 1
c (X,μn) and H 1(X,Z/nZ) is a by-product of geometric class

field theory: if X = X−D, where X is proper, smooth, connected and D a reduced
divisor, then, given a closed point x0 of X, the Abel–Jacobi map X → Pic0

D(X),
x �→ O(x − x0), induces an isomorphism

Hom(Pic0
D(X)n,Z/nZ)

∼→ H 1(X,Z/nZ), (8)

where PicD(X) := H 1(X, DGm), DGm is the sheaf of sections of Gm congruent to 1
modD, and (−)n denotes the kernel of the multiplication by n (so thatH 1

c (X,μn) =
Pic0

D(X)n). See ([D39, 1977], Arcata VI 2.3, Dualité 3.4) for a short, self-contained
proof.

In ([D5, 1969], 1.5.2, 1.5.14) Deligne gives a generalization of this, where X/k

is replaced by a smooth relative curve X/S, S a base scheme, and Z/nZ by a certain
complex of abelian sheaves on the big fppf site of S. First, in the proper case, he has
the following general theorem, that he calls formule des coefficients universels:

Theorem 3 Let f : X → S be a projective and smooth curve, K a complex of
abelian sheaves on Sfppf, locally isomorphic, in the derived category, to a complex
of the form [G−1 → G0], where Gi is of one of the following types: smooth of
finite presentation, inverse image of a torsion sheaf on the small étale site of S,
affine and equal to the kernel of an epimorphism of smooth groups, defined by a flat,
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quasi-coherent sheaf on S. Then there is a natural isomorphism

τ≤0RH om(τ≤0Rf∗(Gm[1]),K)
∼→ τ≤0Rf∗f ∗K. (9)

Applied to K = Gm[1], this gives a refined version of the self-duality (with
value in Gm[1]) of the Jacobian Pic0

X/S . In the non proper case, for f : X → S

a smooth curve of the form X = X − D, with X/S proper of relative dimension
1 and D ⊂ X a closed subscheme finite over S, (8) is refined to an isomorphism
E xt1(P icD,X/S,G)

∼→ R1f∗G, for G a torsion sheaf annihilated by an integer
invertible on S.

To prove Theorem 3, Deligne first reformulates it in terms of Picard stacks, a
sheaf-theoretic generalization of Grothendieck’s notion of Picard category [107].3

Then he uses a technique of integration of torsors, consisting in the construction of
symbols generalizing those of geometric class field theory ([235], III). For a group
G of the type described in Theorem 3, these symbols associate to an invertible sheaf
L on a projective smooth curve X over S and a GX-torsor K on X a G-torsor

〈L ,K] (10)

on S ([D5, 1969], 1.3.10), which depends functorially on L and K , additively on
L , and whose formation is compatible with any base change. For G = Gm, and
M the line bundle corresponding to a Gm-torsor M , the line bundle associated with
〈L ,M] is denoted 〈L ,M 〉. For D a (relative) Cartier divisor on X, 〈O(D),M 〉 is
the norm ND/S(M ), and, for D and E effective, 〈O(D),O(E)〉 = detRf∗(OD ⊗L

OE). When S = Spec(k), k an algebraically closed field, functoriality of the
construction yields, for rational functions f , g on X, the classical product formula∏

x∈X(k)〈f, g〉x = 1, where

〈f, g〉x = (−1)v(f )v(g)(gv(f )/f v(g), (11)

v denoting the valuation at x.
Deligne revisited these questions in [D68, 1987] and [D73, 1991]. In [D68,

1987], which is an amplification of a letter to Quillen (and earlier private notes4),
Deligne uses the symbols (10) to write a Grothendieck–Riemann–Roch formula
without denominators for a projective smooth curve f : X → S and a line bundle
L on X, in the form of a canonical, base change compatible isomorphism

det(Rf∗L )⊗12 ∼→ 〈ω,ω〉 ⊗ 〈L ,L ⊗ ω−1〉⊗6, (12)

3Picard stacks appear in deformation theory: in [61] Deligne sketched a method to use them to give
an alternate proof of the theorems of ([121],VII) on deformations of torsors and group schemes—a
program that has not yet been carried out. See [44, 208, 255] for recent developments.
4Le déterminant d’une courbe, undated.
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where ω = Ω1
X/S . Actually, in (loc. cit., 9, 10, 11), a more general isomorphism is

constructed for vector bundles. In the case of a projective smooth curve X/C and
a vector bundle, both endowed with hermitian metrics, an enriched isomorphism
is defined, taking into account the Ray–Singer analytic torsion. In [D73, 1991],
he gives analytic variants and refinements of the above product formula, see
Sect. 4.5 “Link with the Tame Symbol”.

Symmetric Künneth Formula

The proper base change theorem in étale cohomology implies a very general
Künneth formula for cohomology with proper support: given a base scheme S and
a finite family (ui : X′

i → Xi)i∈I of compactifiable morphisms of S-schemes,
Λ = Z/nZ, and a family of objects Ki of D−(X′

i , Λ), the natural map

⊗L
extRui!Ki → Ru!(⊗L

extKi),

where u = ∏
ui : ∏S X

′
i →

∏
S Xi and ⊗ext denotes an external tensor product,

is an isomorphism ([D4, 1969], (5.4.4.1)). In particular, taking I = {1, · · · , n},
Xi = X, X′

i = X′, ui = f , and Ki = K for each i, we have an isomorphism

(Rf!K)(⊗L
ext)

n ∼→ R(f n
S )!(K

(⊗L
ext)

n

). (13)

In ([D4, 1969], 5.5.21) Deligne proves a formula which looks like being deduced
from (13) by taking invariants under the symmetric group Sn: for S quasi-compact
and quasi-separated, and f quasi-projective, and K ∈ Db(X′,Λ), of tor-amplitude
in an interval [0, a], then there is defined a symmetric Künneth map

LΓ n
ext(Rf!K) → RSymn

S(f )!LΓ
n

extK, (14)

which is an isomorphism. Here LΓ n
ext is an external variant of the derived functor

of the (non additive) functor Γ n (n-th component of the divided power algebra Γ

over Λ), and Symn
S(f ) : Symn

S(X
′) → Symn

S(X) is the morphism induced by f n
S

on the symmetric power Symn
S(X

′) = X′n/Sn. Despite its appearance, (14) is not a
formal consequence of (13). Its proof is by dévissage, and for n invertible on S, by
reduction to the case of curves and a transcendental argument. Deligne will use (14)
several times:

(a) in ([D39, 1977], Fonctions L modulo �n et modulo p), to give an alternate proof
– and a generalization – of Katz’s congruence formula SGA 7 ([7], XXII) for
the zeta function of a proper scheme over Fq ;

(b) the proof of the functional equation of Grothendieck’s L-functions on a curve
(see Sect. 6.3 “The Case of Function Fields”);

(c) in [74], to prove the product formula for local constants (cf. (149)) in the tame
case, using a strategy developed in his letter to Serre [D30, 1974].
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Finiteness

ForΛ = Z/nZ, let Db
c (X,Λ) denote the full subcategory ofDb(X,Λ) consisting of

complexes with constructible cohomology sheaves. For a compactifiable morphism
f : X → Y , the preservation of Db

c by Rf! is an easy corollary of the proper base
change theorem and the structure of the cohomology of curves, and was proved by
Artin and Grothendieck in 1963 ([4], XIV). However, the preservation of Db

c under
Rf∗, assuming n invertible on Y (otherwise there are simple counter-examples),
was a wide open problem in the 1960s, even when Y is the spectrum of a field k

(except for X/k smooth and locally constant coefficients, by Poincaré duality). In
the early 1970s Deligne made a breakthrough, by simultaneously proving several
basic finiteness theorems ([D39, 1977], Th. finitude):

• Generic constructibility If S is a noetherian scheme over which n is invertible,
and f : X → Y a morphism of S-schemes of finite type, then, for K ∈
Db

c (X,Λ), there exists a dense open subscheme U of S such that Rf∗K|YU
belongs to Db

c (YU ,Λ) and is of formation compatible with any base change
S′ → U ⊂ S (where YU := Y ×S U ).

• Finiteness and biduality over regular bases of dimension ≤1 If S is a regular
noetherian scheme of dimension ≤ 1 over which n is invertible, and f : X → Y

a morphism of S-schemes of finite type, then Rf∗ sends Db
c (X,Λ) to Db

c (Y,Λ).
Let Dctf (X,Λ) denote the full subcategory of Db

c (X,Λ) consisting of
complexes K of finite tor-dimension. Then, for K ∈ Dctf (X,Λ), DK belongs
to Dctf (X,Λ), and the biduality map K → DDK is an isomorphism, where
D := RH om(−, a!Z/nZ), a : X → S being the structural map.

• Constructibility of nearby cycles Let S be a strictly local trait, i.e., the spectrum
of a strictly henselian discrete valuation ring, with closed point s and generic
point η, and let X be an S-scheme of finite type. Then, for K ∈ Db

c (Xη,Λ),
the complex of nearby cycles RΨηK belongs to Db

c (Xs,Λ), and its formation
is compatible with base change by any surjective morphism S′ → S of strictly
local traits.

Proofs of the basic results of SGA 4 [4] proceed by dévissage and reduction
to relative curves. To establish the above theorems Deligne used an ingenious new
method, later called the global to local method. Roughly speaking, the principle is
the following. In order to prove that a certain canonical map u (like the biduality
map, or the base change map for RΨ ) is an isomorphism, one uses induction on the
relative dimension. Cutting by a finite number of pencils one constrains the cone C
of u to be concentrated on a union Σ of a finite number of geometric points. One
then concludes by a global argument, knowing that RΓ (Σ,C) = 0, hence Cx = 0
for all x ∈ Σ .

Since then the global to local method has been successfully applied to various
problems: construction of du Bois complexes (see Sect. 4.2 “The du Bois Com-
plex”), Gabber’s theorems on the compatibility of RΨ with duality and external
tensor product ([125], 4.2, 4.7), ([24], 5.1) to mention only a couple of them.
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Given a regular noetherian base S of dimension ≤1 and an integer n invertible
on S, Deligne’s theorems imply the existence of a Grothendieck formalism of six
operations in Dctf (−,Λ) over S-schemes of finite type. A variant of this formalism
for �-adic coefficients (Z�, Q�, Q�) for a prime � invertible on S was constructed
by Deligne [D46, 1980] (for S satisfying certain restrictive hypotheses), and
later improved and generalized by several authors (see Sect. 5.6 “Mixed Sheaves,
Statement of the Main Theorem”, (b)). Over bases S of higher dimension, and
for torsion coefficients, an extension of the above formalism, under (necessary)
assumptions of quasi-excellency, has recently been obtained by Gabber [131], using
new tools.

2 Algebraic Stacks

2.1 Deligne–Mumford Stacks

The notion of stack—a fibered category over a site in which objects as well as
morphisms can be glued—and of gerbe—a stack in groupoids in which fibers
are locally non-empty and any two objects of a fiber are locally isomorphic—are
due to Grothendieck, and were used by Giraud to develop a theory of non-
abelian cohomology [100]. However, the purpose was purely topological (and
cohomological). Deligne showed that one could do algebraic geometry with them.
The motivation was to build a geometric framework that could incorporate the
automorphism groups preventing moduli problems to be represented by schemes.
In [198] Mumford had defined moduli topologies M whose “open subsets” were
families of curves of genus g and “intersections” involved isomorphism schemes
between families. The terminology was misleading as those topologies were not
Grothendieck topologies on a category, nor objects of M sheaves on a site.
Nonetheless they gave a hint to what should be the right notion to introduce.

Let S be the category of schemes, and let Set be the corresponding étale site. In
[D8, 1969] Deligne and Mumford define an algebraic stack, later called Deligne–
Mumford stack, as a stack in groupoids X over Set such that the diagonal X →
X × X is representable by schemes and there exists a surjective étale morphism
X → X where X is a scheme. They then extend to these new objects classical
results of algebraic geometry, such as Chow’s lemma or the valuative criterion for
properness, critical in one of the two proofs of their main theorem.

Closely related objects are:

• orbifolds, which are topological or differentiable analogues of Deligne–
Mumford stacks, in the case when an open and dense subset is an ordinary
space; introduced by Satake in 1956 under the name of V -varieties, they play an
important role in differential geometry (e.g., Thurston’s work) and string theory;

• algebraic spaces, introduced just before Deligne–Mumford stacks by Artin and
Knutson [157], which are Deligne–Mumford stacks with trivial inertia groups.
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Shortly afterwards Artin proposed a generalization of the notion of Deligne–
Mumford stack, now called Artin stack, with “étale” replaced by “smooth” for the
surjective map X → X , and gave powerful criteria for a stack in groupoids (on
Set or its variant Sfppf) to be representable by an Artin stack [14, 15]. While
Deligne–Mumford stacks are well adapted to the study of moduli of curves (see
below), Artin stacks are needed for other types of moduli problems, such as moduli
of vector bundles, and those appearing in the theory of stable maps and Gromov-
Witten invariants, and in the Langlands program (Langlands correspondence over
function fields, geometric Langlands correspondence).

2.2 Moduli of Curves of Genus ≥ 2

Let g be an integer ≥2. If k is an algebraically closed field, a stable curve of genus
g over k is a proper, reduced, connected, 1-dimensional k-scheme C such that C
is smooth except for ordinary double points, dimH 0(OC) = g, and any smooth
rational component of C meets the other components in at least three points. If S is a
scheme, a stable curve of genus g over S is a proper, flat S-scheme whose geometric
fibers are stable curves of genus g. Let Mg be the fibered category over S , whose
fiber at S is the groupoid of S-stable curves of genus g and S-isomorphisms. It is
shown in [D8, 1969] that Mg is a Deligne–Mumford stack over Set (or, for short,
over Spec Z), in which the diagonal map Mg → Mg×Mg is finite and unramified.
Let M 0

g ⊂ Mg be the open substack such that M 0
g (S) consists of smooth (stable)

curves over S. The two main results of loc. cit. are:

Theorem 4 The stack Mg is proper and smooth over Spec Z, and Mg −M 0
g is a

divisor with normal crossings relative to Spec Z.

For a smooth stable curve f : X → S of genus g over a scheme S over which
an integer n ≥ 1 is invertible, a Jacobi structure of level n on X is defined as a
homogeneous symplectic isomorphism between R1f∗(Z/nZ) and (Z/nZ)2g.

Theorem 5 For any integer n ≥ 1, let μ : nM 0
g → Spec Z[1/n, e2πi/n] be the

stack5 classifying smooth stable curves of genus g endowed with a Jacobi structure
of level n. Then the geometric fibers of μ are normal and irreducible.

In particular, for any algebraically closed field k, (M 0
g )k , and the coarse moduli

quotient (M0
g )k = (H 0

g )k/PGL(5g−6), where (H 0
g )k is the scheme of tri-canonical

smooth stable curves of genus g over k (a dense open subscheme of a certain Hilbert
scheme), are irreducible.

A key ingredient in the proof of Theorem 4 is the stable reduction theorem for
curves, deduced in loc. cit. from Grothendieck’s semistable reduction theorem for
abelian varieties (independent proofs were found later, see, e.g., [16, 223]). The

5A scheme, for n ≥ 3, by Serre’s rigidity lemma.
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proof of Theorem 5 uses the fact that the result is known for the fiber at the standard
complex place of Spec Z[1/n, e2πi/n] by Teichmüller theory.

It was later proved by Knudsen and Mumford—and, independently, by Mumford
using another method—that coarse moduli spaces of stable curves are projective
[154–156, 199].

2.3 Moduli of Elliptic Curves

Classically, a modular curve X is the quotient H /Γ of the upper half-plane
H = {z ∈ C, Im z > 0} by a congruence subgroup Γ of SL(2,Z). This is the
complement of a finite number of points (the cusps) in a compact Riemann surface,
hence an algebraic curve over C. The interpretation of X as a (coarse) moduli space
for elliptic curves endowed with a so-called level structure and its relation with
modular forms has given rise to a huge literature on the geometry and arithmetic
of these curves, starting with the pioneering works of Igusa and Eichler–Shimura.
In [D24, 1973] Deligne and Rapoport give a comprehensive account of the state of
the art in 1972. Their monograph also contains new constructions and results. I will
only briefly mention some of these pertaining to the compactification of modular
curves and their reduction modulo p.

Generalized Elliptic Curves and Compactifications

Given a base scheme S, a generalized elliptic curve over S is defined as a proper
and flat scheme p : C → S, whose every geometric fiber is either a proper,
smooth, connected curve of genus 1 or a Néron n-gon (n ≥ 1, together with a
commutative group scheme structure on the subscheme Creg of smooth points of
C and an extension of this action to C rotating the graphs of the n-gons ([D24,
1973], II 1.12). For n ≥ 1 fixed, invertible on S, a level n structure on C is an
isomorphism C

reg
n

∼→ (Z/nZ)2
S (compatible with the action of Creg on C and

of Z/nZ on (Z/nZ)2 by translation on the second factor), where the subscript n
denotes the kernel of the multiplication by n. If S is a scheme over which n is
invertible, let Mn[1/n](S) denote the groupoid of generalized elliptic curves over S
with level n structure (morphisms being S-isomorphisms). One of the main results
of [D24, 1973] is:

Theorem 6 Mn[1/n] is a proper and smooth Deligne–Mumford stack of relative
dimension 1 over Spec Z[1/n], and the complement of the open substack M 0

n [1/n]
such that M 0

n [1/n](S) consists of elliptic curves over S is finite and étale over
Spec Z[1/n]. For n ≥ 3, Mn[1/n] is a projective and smooth scheme over
Spec Z[1/n].
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The en-pairing Λ2En
∼→ μnS for E in M 0

n [1/n](S) defines a morphism
M 0

n [1/n] → Spec Z[ζn, 1/n], and the coarse moduli space of M 0
n [1/n] ⊗Z[ζn,1/n]

C is the (affine) modular curve H /Γ corresponding to the principal congruence
subgroup Γ = Γ (n) consisting of matrices congruent to the identity matrix mod n.

Reduction mod p

The above results are extended to level H structures for congruence subgroups ΓH

inverse images of subgroups H of GL(2,Z/nZ), such as Γ0(n) = ΓH for H =( ∗ ∗
0 ∗
)
. The reduction modulo a prime numberp of the corresponding modular stacks

MH [1/n] is examined. For p dividing n, a model MH of MH [1/n] over Spec Z is
needed: Deligne and Rapoport define MH as the normalization of M1 in M 0

H [1/n].
The stack MΓ0(p) has a modular interpretation: it classifies pairs (C/S,A) of a
generalized elliptic curve over S and a rank p locally free subgroup A meeting each
irreducible component of any geometric fiber of C. They prove a refinement of the
Eichler–Shimura congruence formula ([D24, 1973], V 1.16):

Theorem 7 The stack MΓ0(p) is regular, proper and flat over Spec Z, of relative
dimension 1, smooth outside the supersingular points of characteristic p, and
with semistable reduction at these points; MΓ0(p) ⊗ Fp is the union of two irre-
ducible components crossing transversally at the supersingular points. Moreover,
the (open) coarse moduli space M0

Γ0(p)
is the spectrum of the normalization

of Z[j, j ′]/(Φp(j, j
′)), where Φp(j, j

′) is the modular equation, a polynomial
congruent to (j − j ′p)(j ′ − jp) modulo p.

For more general groups H the definition of MH as a normalization made it
difficult to study its reduction mod p. Drinfeld’s notion of full level N structures,
providing a simple modular interpretation of MH , solved the problem. See Katz–
Mazur’s treatise [148] for a systematic exposition of this theory.

3 Differential Equations, de Rham Cohomology

3.1 The Canonical Extension and Hilbert’s 21st Problem

The Curve Case

Let X be a projective, smooth, connected curve over C, Y a (possibly empty) finite
subset of closed points, andU = X−Y . An (algebraic) differential equation onU is
the datum of a vector bundleE on U equipped with a connection∇ : E → E⊗Ω1

U .
Let y ∈ Y . The connection ∇ is said to have (at most) regular singular points along
Y if the following condition is satisfied:
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(reg) there exists a vector bundle E over X extending E such that, for any
point y in Y , given a local parameter t of X at y, and D = t∂/∂t , the (additive)
endomorphism ∇(D) of E near y leaves E stable, i.e., the entries of its matrix in
a local basis (ei) of E are sections of OX (in other words, if ∇ei = ∑

aij ej , the
differential forms aij ’s have poles of order at most one at y).

Given a smooth connected curve U over C, the smooth projective model X/C
such that X − U is finite is unique, and (reg) depends only on (E,∇). Moreover,
it is a classical result of Fuchs, re-interpreted by Deligne, that (reg) is equivalent
to a moderate growth condition along Y on the solutions of the associated analytic
differential equation ∇an on the corresponding Riemann surface U an, i.e., near each
point y of Y , the solutions are O(|t|−N) in fixed sectors, see ([D11, 1970], II 1.19).
Solutions of ∇an form a locally constant sheaf of finite dimensional C-vector spaces

E∇ := Ker(∇an : Ean → Ean ⊗Ω1
U an)

on U an. Given a point x0 of U , this local system is determined by its stalk E∇
x0

at x0
and its monodromy representation

ρ(∇) : π1(U
an, x0) → GL(E∇

x0
). (15)

Hilbert’s 21’st problem was the following: given a finite dimensional C-vector space
V , and a representation

ρ : π1(U
an, x0) → GL(V ),

can one find an algebraic differential equation (E,∇) on U , with at most regular
singular points along Y , such that ρ = ρ(∇)? Deligne positively answered the
question, and in fact solved a more general problem in higher dimension.

Higher Dimension: The Riemann–Hilbert Correspondence

Let X be a smooth scheme over C, Y ⊂ X a normal crossings divisor, j : U ↪→ X

the complementary open immersion. Differential forms on U with logarithmic
poles along Y (a generalization of differentials of the 3rd kind on curves) briefly
appear in ([117], Lemma 17). However, their formal definition, and that of the
corresponding de Rham complex, are due to Deligne. In a letter to Atiyah [60],
Deligne defines Ω•

X〈Y 〉 as the subcomplex of j∗Ω•
U , where Ω•

U is the (algebraic)
de Rham complex of U/C, consisting of forms ω having a pole of order ≤1
along Y and such that dω enjoys the same property. This complex, later called
de Rham complex of X with logarithmic (or log) poles along Y, and now usually
denoted Ω•

X(logY ), was to play a fundamental role in Deligne’s mixed Hodge
theory and spur many important developments in algebraic and arithmetic geometry.
Its components Ωp

X(logY ) = ΛpΩ1
X(logY ) are locally free of finite type: if étale
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locally near a point of Y , (t1, · · · , tn) are sections of OX such that (dt1, · · · , dtn)
form a basis of Ω1

X and Y is defined by the equation t1 · · · tr = 0, then Ω1
X(logY ) =

⊕1≤i≤rO
dti
ti
⊕⊕i>rOdti ; the dual of Ω1

X(logY ) is the subsheaf DerY (X/C) of the

tangent bundle Der(X/C) = (Ω1
X)

∨ consisting of vector fields tangent to each
branch of Y . If E is a vector bundle on X, a connection on E with log poles along Y
is an additive map ∇ : E → E ⊗Ω1

X(logY ) satisfying the Leibniz rule; ∇ is said
to be integrable if ∇2 : E → E ⊗Ω2

X(logY ) is zero. If ∇ : E → E ⊗Ω1
U is an

integrable connection on a vector bundle E on U , ∇ is said to have regular singular
points (or to be regular) along Y if there exists a vector bundle E on X extending
E, and a connection ∇ with log poles along Y on E extending ∇. This is a local
condition at points x of Y which can be expressed in terms of sectorial moderate
growth of the entries of a fundamental matrix solution of ∇ along each branch of Y
passing through x.

Fix now a smooth scheme U over C, separated and of finite type. By Nagata’s
compactification theorem,6 there exists a dense open immersion j : U ↪→ X

with X/C proper, and by Hironaka one may further require that X is smooth and
Y = X − U is a divisor with normal crossings. Let’s call such a compactification
a good compactification. If U is of dimension >1, a good compactification of U is
not unique, but any two good compactifications j1 : U ↪→ X1, j2 : U ↪→ X2 are
dominated by a third one, i.e., there exists a good compactification j : U ↪→ X

mapping to j1 and j2. Given an algebraic differential equation on U , i.e., a vector
bundle E on U equipped with an integrable connection ∇, one says that ∇ is
regular at infinity if for one good compactification X (or, which can be shown to be
equivalent, for any good compactification X) of U , ∇ is regular along Y = X − U .
Basic examples are the relative de Rham cohomology group E = H n

dR(Z/U) :=
Rnf∗Ω•

Z/U , for f : Z → U proper and smooth, equipped with its Gauss–Manin
connection ∇ (the regularity was proved by Deligne ([D11, 1970], II 7.9), and,
independently, by Griffiths and Katz, see [142]).

Let Mreg(U) denote the category of vector bundles on U equipped with an
integrable connection which is regular at infinity, and let L (U) denote the category
of locally constant sheaves of finite dimensional C-vector spaces on U an. As in the
case of curves, we have a functor

Mreg(U) → L (U) (16)

associating with (E,∇) the local system E∇ := Ker(∇an : Ean → Ean ⊗Ω1
U an). In

([D11, 1970], II 5.9) Deligne proves the following theorem:

Theorem 8 The functor (16) is an equivalence of categories.

6Nagata’s original proof is obscure to today’s readers. A modern presentation was given by Deligne
in [D112, 2010].
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The equivalence (16) was later called Riemann–Hilbert correspondence. The
statement of Theorem 8 is global, but the proof relies on a local analytic construc-
tion. No longer assuming X proper, and supposing Y is a union of smooth branches
Yi (1 ≤ i ≤ r), given an analytic differential equation (M,∇) on U an, Deligne
shows that there exists a unique (analytic) extension (M,∇) of M on Xan having
log poles along Y an, and such that for each k, if Rk := ResYk (∇) ∈ End(M⊗OYk ) is
the residue of ∇ along Yk , the eigenvalues of Rk at each point of Yk have real parts in
the interval [0, 1). This extension is called the canonical extension of ∇. Identifying
L (U) with the category of analytic differential equations on U an, the canonical
extension, combined with the GAGA functor, yields a quasi-inverse to (16).

Given an algebraic differential equation (E,∇) on U , regular at infinity, an
extension (E,∇) on X with log poles along Y is not unique, see [88] for a
discussion of this. Theorem 8 has given rise to several variants and generalizations—
the first ones by Deligne himself, see Sect. 3.3 “Discontinuous Crystals”—the
most important one being the Riemann–Hilbert correspondence between regular
holonomic D-modules and perverse sheaves [139, 140, 191].

3.2 Betti–de Rham Comparison Theorems

Let U be a smooth scheme over C. The resolution of the constant sheaf C on U an by
the holomorphic de Rham complexΩ•

U an (Poincaré lemma) induces an isomorphism

H ∗(U an,C)
∼→ H ∗(U an,Ω•

U an).

On the other hand, Grothendieck proved in [106] that the GAGA comparison map

H ∗(U,Ω•
U) → H ∗(U an,Ω•

U an) (17)

is an isomorphism, so that the Betti cohomology of U an can be calculated purely
algebraically as the algebraic de Rham cohomology of U . For U/C proper, this
is an immediate consequence of Serre’s classical GAGA theorem. In the general
case, which is easily reduced to the case where X is separated, or even affine, this
follows from the existence of a good compactification j : U → X (Sect. 3.1 “Higher
Dimension: The Riemann–Hilbert Correspondence”) and a local calculation ([117],
Lemma 17). In [D16, 1971] Deligne gives refinements of this result, of local nature,
involving certain canonical filtrations.

Let us assume, for simplicity, that Y has strict normal crossings, i.e., is a sum of
smooth divisors Yi (1 ≤ i ≤ r) crossing transversally.7 Consider the inclusion

Ω•
Xan(logY an) ↪→ j an∗ Ω•

U an . (18)

7One can achieve this by a sequence of blow-ups ([138], 7.2).
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As j an∗ Ω•
U an

∼→ Rj an∗ Ω•
U an since j is affine, by the Poincaré lemma the right hand

side calculates Rj an∗ C. Deligne proves ([D16, 1971], 3.1.8) that (18) is a quasi-
isomorphism, and even a filtered quasi-isomorphism, with respect to increasing
filtrations W and τ on the left and right hand sides respectively, i.e., induces quasi-
isomorphisms on the associated graded complexes grW → grτ . The filtration τ

is the filtration by the canonical truncations τ≤i . For n ≥ 0, WnΩ
p
X(logY ) (resp.

WnΩ
p
Xan(logY an)) is the subsheaf of Ω

p
X(logY ) (resp. Ωp

Xan(logY an)) additively
generated by local sections of the form a ∧ dlogf1 ∧ · · · ∧ dlogfm, with m ≤ n,
a in Ω

p−n
X (resp. Ωp−n

Xan ), and fi in j∗O∗
U (resp. j an∗ O∗

U an ). The associated graded
complex is calculated by the Poincaré residue isomorphism:

Res : grWn Ω•
X(logY )

∼→ ⊕Ω•
YI
[−n]

(resp.

Res : grWn Ω•
Xan(logY an)

∼→ ⊕Ω•
Y an
I
[−n]),

where I runs through the subsets 1 ≤ i1 < · · · < in ≤ r of {1, · · · , r} with n

elements, and YI := Yi1 ∩ · · · ∩ Yin . The statement that (18) is a filtered quasi-
isomorphism with respect to W and τ follows from this and the calculation of
grτnRj

an∗ C[n] = Rnj an∗ C[−n]:

Rnj an∗ C
∼→ ΛnR1j an∗ C

∼→ ⊕CY an
I
.

This result is at the core of the construction of a mixed Hodge structure on
H ∗(U an,Z) (see Sect. 4.2 “Mixed Hodge Theory”). The algebraic analogue of (18),

Ω•
X(logY ) ↪→ j∗Ω•

U , (19)

is also a quasi-isomorphism, but it is no longer the case that it is a filtered quasi-
isomorphism with respect to W and τ . Instead, Deligne proves in ([D11, 1970], II
3.13) that it is a filtered quasi-isomorphism with respect to the (decreasing) filtration
F on the left hand side given by the naive truncations (the so-called Hodge filtration)
and a (decreasing) filtration P on the right hand side ([D11, 1970], II 3.12), already
introduced in a letter to Atiyah [60] in the more general framework of complexes
of differential operators, called the filtration by the order of the pole (for Y smooth,
Pnj∗OU = OX(−nY ), Pnj∗Ωp

U = Pn−pj∗OU ⊗ Ω
p
X). By the classical GAGA

theorem, (18) and (19) yield the isomorphism (17). The quasi-isomorphisms (18)
and (19) also imply that the inclusion

j∗Ω•
U ⊗ OU an ↪→ j an∗ Ω•

U an (20)

is a quasi-isomorphism. In ([D11, 1970], II 3, 6) Deligne generalizes the fact
that (19), (20) are quasi-isomorphisms to algebraic differential equations (E,∇)
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on U , extended to (E,∇) on X, ∇ having log poles along Y , hence getting a
comparison isomorphism

H ∗(U,Ω•
U(E))

∼→ H ∗(U an,Ω•
U an(E

an)). (21)

generalizing (17). He will consider again the filtration by the order of the pole
in ([D29, 1974], 9.2) (in relation with a theorem of Griffiths on Hodge theory of
smooth hypersurfaces) and in [D70, 1990] (for its extension to the singular case).

3.3 Crystalline Cohomology

Discontinuous Crystals

In his exposé [108] in [1] Grothendieck introduced crystalline sites, crystals and
crystalline cohomology, both in characteristic zero and in characteristic p > 0.
In positive characteristic the theory was extensively developed by Berthelot in
his thesis [30]. The case of characteristic zero retained less attention. In his
seminar at the IHÉS in 1970 [62] Deligne generalized both the Riemann–Hilbert
correspondence (16) and the comparison isomorphism (21) to certain crystals on
possibly singular schemes over C. Let X be a scheme separated and of finite type
over C, and let Xan be the associated analytic space. The category L (U) of (16)
is replaced by the category C ons(X) of algebraically constructible sheaves V of
C-vector spaces, i.e., for which there exists a finite partition of X into locally closed
subschemesXi (for the Zariski topology) such that V |(Xi)

an is locally constant with
finite dimensional fibers. Let Xcris denote the crystalline site of X/C, consisting of
C-nilpotent thickenings U ↪→ U of open subschemes U of X, and OXcris the sheaf
of rings on Xcris, (U ↪→ U) �→ Γ (U,OU). The category Mreg(U) is replaced by
a category C r(X) consisting of pro-coherent crystals of OXcris -modules M having
the property that there exists a partition of X into smooth locally closed subschemes
Xi of X such that M|(Xi)cris is given by a vector bundle Ei on Xi equipped with an
integrable connection ∇i which is regular at infinity. Then Deligne defines a functor

C ris(X) → C ons(X) (22)

generalizing (16), which he proves to be an equivalence of categories. The reason
for the introduction of pro-objects lies in the need of realizing the functor extension
by zero for constructible sheaves on the crystalline level, which he does by the
techniques he had developed in [D2, 1966] for Grothendieck global duality in the
context of coherent sheaves (Sect. 1.4 “Global Duality”, the functors Rf! and Rf !).
If V is the constructible sheaf associated with an object M of C ris(X) by (22),
Deligne constructs a canonical isomorphism

H ∗(Xcris,M)
∼→ H ∗(Xan, V ) (23)
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generalizing (21). For M = Ocris, V is the constant sheaf of value C on Xan, and the
isomorphism (23) solves a conjecture of Grothendieck. Moreover, if X is embedded
as a closed subscheme of a smooth scheme Z, and Ẑ = lim−→ Zn the completion of
Z along X, then the left hand side of (23) is the completed de Rham cohomology

H ∗(Xcris,OXcris)
∼→ H ∗(Ẑ,Ω•

Ẑ
) := lim←−

n

H ∗(Zn,Ω
•
Zn
).

In this particular case, (23) was re-discovered by Hartshorne in [114]. It was quite
recently revisited by Bhatt [31], who proved relative variants, using derived de Rham
complexes. However, it seems that the relation between the crystalline approach and
that of D-modules, briefly mentioned at the end of Sect. 3.1 “Higher Dimension:
The Riemann–Hilbert Correspondence”, is not yet well understood.

Liftings of K3 Surfaces, Canonical Coordinates

Let X0 be a K3 surface over an algebraically closed field k of characteristic p > 0,
and let T = TX0/k 	 Ω1

X0/k
be its tangent bundle. Rudakov and Shafarevich

[217] and, by other methods, Nygaard [202] and Lang–Nygaard [161] proved that
H 0(X0, T ) = 0. This implies that the formal versal deformation S of X0 is universal
and formally smooth of dimension 20 over the Witt ring W(k). Using a crystalline
Chern class argument, Deligne [D49, 1981] deduced that, given a non-trivial line
bundle L0 on X0, the formal scheme Σ(L0) pro-representing the deformations
of (X0,L0) is cut out in S by one equation f not divisible by p, which, by
Grothendieck’s existence theorem, implies that X0, together with a polarization, can
be lifted to a polarized K3 surface X over a finite extension of the field of fractions
of W(k).

In [D50, 1981] Deligne examines more closely the structure of S and Σ(L0)

when X0 is ordinary, i.e., its crystalline cohomology H ∗(X0/W) (W = W(k)) is
an ordinary F -crystal, which means that its Hodge and Newton polygons coincide,
or equivalently that the absolute Frobenius F on H 2(X0,O) is non-zero. Assuming
moreover p > 2, he proves that S = SpfA has a structure of formal torus of
rank 20 over W , and that one can choose canonical coordinates qi ∈ 1 + mA,
1 ≤ i ≤ 20, m the maximal ideal of A, such that A = W [[q1 − 1, · · · , q20 − 1]],
and a distinguished basis (a, b1, · · · , b20, c) of H = H 2(X0/W) in which, for the
lifting ϕ of Frobenius to A given by ϕ(qi) = q

p

i , the Gauss–Manin connection ∇
on H and its Frobenius endomorphism are given by simple formulas (in particular,
Fa = a, Fbi = pbi, Fc = p2c). This follows from a general structure theorem for
ordinaryF -crystals of level ≤1 (based on a lemma of Dwork), and a Dieudonné type
theory for infinitesimal liftings of a K3. In particular, qi = 1 defines a lifting Xcan
of X0 to W , called the canonical lifting, by analogy with the Serre–Tate canonical
lifting of an ordinary abelian variety. Moreover, the first crystalline Chern class of
L0 corresponds to a character χ = (x1, · · · , x20) ∈ Z20

p (
∼→ Hom(Ĝ20

m Zp
, ĜmZp

))
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of S, and the equation f above defining Σ(L0) is
∏

q
xi
i , i.e., Σ(L0) = Kerχ . The

structure theorem mentioned above applies to the crystalline H 1 of ordinary abelian
varieties, and yields canonical coordinates qij (1 ≤ i, j ≤ g) on the corresponding
formal moduli space. Shortly afterwards it was shown by Katz [145] that these
coincide with the parameters defined by Serre–Tate using the equivalence between
liftings of an abelian variety and those of its p-divisible group.

The above theory for K3’s could be carried out with minor adjustments assuming
only k perfect. The restriction p > 2 posed more serious problems. It was removed
by Nygaard [203]. Given an ordinary K3 surface X0 over a perfect field k of
characteristic p > 0, Nygaard at the same time gave a functorial description,
à la Serre–Tate, of the group structure on S, as pro-representing the functor
of liftings of the Artin–Mazur p-divisible group ΨX0/k (enlarged formal Brauer
group), and, using the Kuga–Satake–Deligne abelian variety associated with X0
(see Sect. 5.3 “K3 Surfaces”), proved, for k finite, the Tate conjecture for X0. After
partial results by several authors [51, 52, 190, 204, 249], the Tate conjecture has
been established by Madapusi Pera [187] for all K3’s over finitely generated fields
of characteristic not equal to 2.

The de Rham–Witt Complex

Let X be a proper and smooth scheme of dimension d over a perfect field k of
characteristic p > 0, and let W = W(k) be the Witt ring on k. In [34], assuming
p > 2 and d < p, Bloch constructed a projective system of complexes C•

n =
(C0

n → · · · → Cd
n ) (n ≥ 1) on the Zariski site of X, where C

q
n is the sheaf of

typical curves TCnKq+1 on the symbolic part of Quillen’s K-group Kq+1, together
with operators F : Cq

n → C
q
n−1, V : Cq

n → C, enjoying remarkable properties, in
particular:

(i) construction of a projective system of isomorphisms H ∗(X,C•
n)

∼→
H ∗(X/Wn), where H ∗(X/Wn) is Berthelot’s crystalline cohomology, hence,
by applying lim←−n

, an isomorphism H ∗(X,C•) ∼→ H ∗(X/W), where the action
of the absolute Frobenius on H ∗(X/W) is deduced from the endomorphism of
C• := lim←−n

C
q
n given by pqF on Cq ,

(ii) degeneration at E1 modulo torsion of the spectral sequence

E
ij

1 = Hj(X,Ci) ⇒ Hi+j (X,C•)( ∼→ Hi+j (X/W)),

called the slope spectral sequence, with Hj(X,Ci)/(torsion) being finitely
generated over W , and, together with F and V being the Cartier module of
a p-divisible group, in such a way that (H j(X,Ci) ⊗ Q, piF ) calculates the
part of slope in [i, i + 1) of Hi+j (X/W)⊗ Q.
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In [66], revisiting work of Lubkin on bounded Witt vectors, Deligne sketched
a purely differential geometric construction of Bloch’s complex that could work
without any restriction of dimension or characteristic. His program was carried
out in [122], where the new complex was called the de Rham–Witt complex, and
proved to coincide with that of Bloch in its range of definition. Generalizations,
refinements, and applications of (i) and (ii) were given. This theory has generated
many developments up to now.

3.4 Irregular Connections

In the mid 1970s Deligne got interested in irregular connections. In a letter to Katz
of Dec. 1, 1976 ([D107, 2007], p. 15) he wrote: “Je collectionne les analogies entre
conducteur de Swan et irrégularité d’un système différentiel (au sens de Malgrange,
Gérard, Levelt).” The prototype of this is the analogy between the irregular D-
module (OX,∇) on the affine line X = Spec(C[x]), with ∇(1) = −dx, whose
solutions on Xan are cex , c ∈ C, and which has irregularity 1 at infinity, on the one
hand, and the Artin–Schreier sheaf Lψ on Spec(Fq [t]) (see (111)), which has Swan
conductor 1 at infinity, on the other hand.

In his letter, Deligne sketched a proof of a semicontinuity result for the
irregularity similar to the one he proved for the Swan conductor (see (42)). He
continued to think about this topic and had an extensive correspondence with
Malgrange and Ramis, published in [D107, 2007]. In (loc. cit., p.1), he mentions
four characteristic p > 0 phenomena, and states problems that they suggest on
holonomic D-modules with not necessarily regular singularities:

(a) construction of a Betti structure (generalizing the classical Stokes structure in
dimension 1), periods;

(b) definition of nearby cycles;
(c) (real) Hodge filtration and slopes;
(d) global and local epsilon factors.

He proposes a solution to (b) in a letter to Malgrange (loc. cit., pp. 37, 167).
He also suggests an analogue of Laumon’s stationary phase principle (134); the
construction of RΨ uses his notion of tensor product of abelian categories (see
Sect. 9.1), where the universal cover of the punctured disc is “replaced” by the
category of finite dimensional C((t))-vector spaces with a connection. He addresses
(a) and (c) in (loc. cit., Théorie de Hodge irrégulière), first written in March, 1984,
and revised in August, 2006. In particular, as regard to (c), he defines a filtration
on a twisted de Rham complex on a curve, and shows degeneration at E1 of the
corresponding spectral sequence (loc. cit., p. 123). This is generalized to higher
dimension in ([91], th. 1.2.2). A complete answer to (a) (in arbitrary dimension)
was given by T. Mochizuki [193].

Problem (d), i.e., finding an analogue of the product formula for the global
constant of the functional equation of L-functions (see Sect. 6.3), was part of the
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subject of the seminar he ran at the IHÉS in 1984. The seminar was unfinished.
Laumon took faithful notes, that remained unpublished. The subject was revisited
in the early 2000s by Beilinson, Bloch, and Esnault [25, 39–41]. There, they also
discuss (a), give a solution to (d) in the de Rham context, and in a joint unpublished
manuscript with Deligne [26], give a solution to (d) in the Betti context, following
the line of proof proposed by him in his seminar. A full treatment of (d) is given by
Beilinson in [27].

The general problem in the background is the construction of a Riemann–Hilbert
correspondence for (not necessarily regular) holonomic D-modules extending
that of the regular case (cf. Sect. 3.1 “Higher Dimension: The Riemann–Hilbert
Correspondence”). It has been actively studied during the past 30 years. In the 1980s
a solution in dimension 1 was known to the contributors of [D107, 2007], though
it seems difficult to give a precise reference. In arbitrary dimension, d’Agnolo
and Kashiwara [58] have recently constructed a fully faithful functor, compatible
with the six operations, from the derived category of cohomologically holonomic
complexes of D-modules to a certain derived category of R-constructible enhanced
ind-sheaves. A criterion for detecting objects of the essential image by restriction to
curves is given by T. Mochizuki in [195].

3.5 Monodromy of the Hypergeometric Equation, Lattices

Let X be a connected, smooth scheme, separated and of finite type over C, (V ,∇)

a vector bundle on X with an integrable connection, V = V ∇ the local system
on Xan of its horizontal sections. If x0 ∈ Xan is a base-point, V corresponds to a
homomorphism (the monodromy representation, cf. (15))

ρ : π1(X
an, x0) → GL(Vx0). (24)

When (V an,∇an) underlies a polarizable variation of Q-Hodge structures on Xan,
then V = VQ⊗C for a Q-local system VQ, ρ factors through GL((VQ)x0), and, by a
theorem of Deligne and Griffiths–Schmid, the identity component G0 of the Zariski
closure G (in GL((VQ)x0)) of the image Γ of ρ is semisimple (see Sect. 4.2 “The
Fixed Part and Semisimplicity Theorems”). This is the case, for example, when
(V ,∇) is defined by a relative de Rham cohomology group H n

dR(Z/X), for Z → X

proper and smooth, equipped with its Gauss–Manin connection, in which case ∇
is regular (Sect. 3.1 “Higher Dimension: The Riemann–Hilbert Correspondence”).
Apart from this, and from a related finiteness theorem due to Deligne (Theorem 16),
little seems to be known in general on the monodromy representations (24). In the
geometric situation just mentioned, the determination of Γ ⊂ G is already, in each
case, a difficult problem.
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Basic questions, for example, are to decide whether the image Γ of ρ in its
Zariski closure in GL(Vx0) (or a suitable real algebraic subquotient G of it) is
discrete, and in this case, if it is a lattice in G(R), i.e., Γ has finite covolume,
and, if so, if it is arithmetic, i.e., roughly speaking, commensurable8 to G(O), for a
ring of integers O of a totally real number field (see ([D63, 1986], 12) for a precise
definition).

A classical laboratory for these questions is the hypergeometric differential
equation on P1

C

x(x − 1)y ′′ + (c − (a + b + 1)x)y ′ − aby = 0, (25)

for a, b, c in C, which has regular singular points at 0, 1, ∞. Its study goes back
to Euler, and it has been the subject of extensive work for over 200 years, with
an enormous amplification during the past 40 years. In [D63, 1986], Deligne and
Mostow revisit (25) and higher dimensional analogues.

The starting point is Schwarz’s study of the monodromy representation of (25).
Here X = P1

C − {0, 1,∞}), V is of rank 2, with a basis (e1, e2) such that

∇(∂x)(e1) = e2, ∇(∂x)(e2) = abe1

x(1 − x)
+ ((a + b + 1)x − c)e2

x(1 − x)
.

For x0 a base-point in X, W := Vx0 is of dimension 2, with the hypergeometric
function

F(a, b, c; x) =
∑

n≥0

(a, n)(b, n)

(c, n)

xn

n! (26)

(c not an integer ≤ 0) as a distinguished solution (defined by (26) for |x| < 1 and
by analytic continuation outside, using its classical integral representation). Instead
of (24), Schwarz considered the projective representation

ρ : π1(X, x0) → Aut(P(W))(= PGL2(C)) (27)

defined by the local system of lines in V ∨, x �→ w(x) = w2(x)/w1(x) ∈ P(Vx),
where (w1, w2) is a basis of W (viewed as multivalued functions on X, or a single
valued function w̃ on its universal cover). Schwarz gave criteria on (a, b, c) for
ρ(Γ ) to be finite, and, more generally, for its discreteness in PGL2(C). Picard
extended this to a 2-variable analogue of F(a, b, c; x), but his proof contained fatal
errors. In [D63, 1986], Deligne and Mostow correct it, and generalize it to the d-
variable case (d ≥ 1). Namely, given rational numbers μi (0 ≤ i ≤ d + 1), none
of which is an integer, they consider the function of (x2, · · · , xd+1) given by the

8Lattices Γ1 and Γ2 are called commensurable if Γ1 ∩ Γ2 is of finite index in Γ1 and in Γ2.
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integral representation

F(x2, · · · , xd+1) =
∫ ∞

1
u−μ0(u− 1)−μ1

∏

2≤i≤d+1

(u− xi)
−μi du (28)

(generalizing that for F(a, b, c; x) for d = 1, μ0 = c− a, μ1 = 1+ b− c, μ2 = a,
up to a product of constant gamma factors), where each xi is different from 0, 1, ∞,
and the xi’s are pairwise distinct. Let ω be the differential form on P1

C − S under
the integral sign on the right hand side of (28), where S = {0, 1,∞, x2, · · · , xd+1}.
It is shown in (loc. cit., 3) that by integrating ω on suitable cycles on P1

C − S, one
obtains a projective local system P(H ) of rank d on the open subspace Q of (P1

C)
d

consisting of points (ti )1≤i≤d such that ti �= 0, 1,∞ and ti �= tj for i �= j , i.e., a
map (of Schwarz type)

w̃ : Q̃ → Pd
C, (29)

hence a monodromy representation (for o a base-point in Q)

ρ : π1(Q, o) → PGLd(C) (30)

(H is the local system of horizontal sections of a relative H 1
dR for a relative curve

C over Q and a regular singular rank 1 (L ,∇) on C). One of the main results of
loc. cit. is the following theorem:

Theorem 9 Let μ∞ be the order of the pole of ω at ∞. Assume that 0 < μi < 1
for all i, including i = ∞, and that (1−μi −μj )

−1 is an integer for all i �= j such
that μi + μj < 1. Then the monodromy group Γ image of ρ (30) is discrete, and,
in fact, is a lattice in PU(1, d), i.e., has finite covolume.

Then Deligne and Mostow investigate when Γ is arithmetic. In the last sections,
they give a criterion for arithmeticity, and provide examples of non-arithmetic
lattices for d = 2, 3 (and, in fact, Q-algebraic families of them). In [197], Mostow
had announced the first such example for d = 2 (with a different construction, using
complex reflections).

A natural continuation of this work is the study of commensurability between
lattices in PU(1, n). This is the subject of [D74, 1993], where Deligne and Mostow
examine several categories of lattices: (a) those coming from reflections (like in
[197]), (b) those arising as monodromy groups of hypergeometric local systems (as
above), (c) the lattices Γ such that the quotient by Γ of a hyperbolic complex ball
in PU(1, n) is a certain orbifold. They discuss commensurability in each category,
and between lattices of different ones.
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4 Hodge Theory

4.1 Hodge I

Hodge theory has a long history, going back to Abel, Riemann, Picard, and others
(see, e.g., P. Griffiths’s talk Abel to Deligne, IAS, 14 October, 2013 for a survey).
The Hodge decomposition of Hn(X,C), for X a compact Kähler variety, led to
the notion of pure Hodge structure, whose systematic study (variations, moduli,
relations with hermitian symmetric domains and Shimura varieties, Mumford–Tate
groups) began in the late 1960s.

For n ∈ Z, a pure Hodge structure H of weight n is the data of a finitely generated
Z-module HZ and a decomposition of the C-vector space HC = HZ ⊗ C into
⊕p+q=nH

pq , with Hqp = Hpq , or, equivalently, a finite decreasing filtration F

of HC n-opposed to its complex conjugate F , i.e., satisfying Fp ⊕ F
q = HC for

p + q = n + 1, with Hp,q = Fp ∩ Fq for p + q = n. For example, the Hodge
structure of Tate Z(1) is the Hodge structure of rank 1 and weight −2, purely of
bidegree (−1,−1), with integral lattice 2πiZ ⊂ C (and for n ∈ Z, Z(n) is its n-
th tensor power). The notion of pure Q- (resp. R-) Hodge structure of weight n is
defined similarly, with Z replaced by Q (resp. R).

In his talk at the Nice ICM [D15, 1971] Deligne introduced a generalization of
this notion, which he called mixed Hodge structure. A mixed Hodge structure H

consists of the following data:

(a) a Z-module HZ of finite type (the integral lattice);
(b) a finite increasing filtration W of HQ := Q ⊗Z HZ (the weight filtration);
(c) a finite decreasing filtration F of HC := C ⊗Z HZ (the Hodge filtration).

These data are subject to the condition that, for each n ∈ Z, grWn HQ, with the
filtration induced by F on C ⊗Q grWn HQ, is a pure Q-Hodge structure of weight n.
The numbers

hpq = dimC Hpq, (31)

where Hpq = grpF grq
F

grWp+qHC = (grWp+qHC)
p,q are called the Hodge numbers

of H .
With the obvious definition of morphisms, it is proved in ([D16, 1971], 2.3.5) that

mixed Hodge structures form an abelian category, in which morphisms are strictly
compatible with the weight and Hodge filtrations.

In [D15, 1971], Deligne sketched a program of construction of mixed Hodge
structures on the cohomology of complex algebraic varieties, generalizing classical
Hodge theory for smooth projective ones. He carried it out in [D16, 1971] and
[D29, 1974]. The idea that Betti cohomology groups of arbitrary complex algebraic
varieties should carry such a structure was suggested by Grothendieck’s—at the
time—conjectural theory of weights in the �-adic cohomology of algebraic varieties
over finite fields (coming from the Weil conjectures), and the link between Betti
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cohomology and �-adic cohomologies provided by Grothendieck’s conjectural
theory of motives. Deligne’s definition and study of mixed Hodge structures made it
possible to formulate (and sometimes prove) precise conjectures concerning weight
filtrations in the two contexts. This is the subject of his report [D15, 1971].

First, Deligne discusses the problem of the existence of a weight filtration in
the �-adic setting. Let X0 be a normal, integral scheme of finite type over Z, with
generic point η, and geometric point η over η. Let � be a prime number invertible
on X0. A lisse Q�-sheaf H on X0 corresponds to a continuous representation ρ :
π1(X0, η) → GL(H), where H is a finite dimensional Q�-vector space. Given such
a sheaf H , Deligne conjectures (loc. cit., 2.1) that, if H “comes from algebraic
geometry”, then H admits a unique increasing filtration W by lisse sheaves, such
that each grWi H is “punctually pure of weight i” (see Sect. 5.6 “Mixed Sheaves,
Statement of the Main Theorem”). By “comes from algebraic geometry”, one can
for example ask that H = Rif0!Q� (or H = Rif0∗Q�) for f0 : Y0 → X0
separated and of finite type, demanding that H is lisse. For X0/Fq , Deligne said
that, assuming (i) resolution of singularities, (ii) the Weil conjectures, one could
“in many cases” define a conjectural filtration W . A few years later, he proved
(ii), and though (i) is still open today, he constructed W unconditionally in ([D46,
1980], 3.4.1) (see Sect. 5.6 “First Applications”, The weight filtration). Nowadays,
de Jong’s alterations serve as a good substitute for resolution, and could be used
(in conjunction with the Weil conjectures) to construct W . In the simple case of the
complement of a divisor with normal crossings in a projective and smooth scheme
over C, Deligne explains how this filtration arises as the abutment of a certain
spectral sequence, and what is the (non conjectural) analogue (involving mixed
Hodge structures) that one obtains in Hodge theory, which is the main theme of
[D16, 1971].

In the second part, Deligne makes a parallel between the �-adic cohomology
of families over a trait on the one hand, and Hodge theory of families over a
complex disc on the other hand. The conjectures he formulated (or suggested) there,
concerning weights and monodromy, the so-called weight-monodromy conjectures,
turned out to be a focus of interest in both �-adic cohomology and Hodge theory
(see Theorem 25, and Sect. 10).

4.2 Hodge II and Hodge III

Homological Algebra Infrastructure

As Deligne explains in [D15, 1971], thanks to Hironaka’s resolution of singularities,
the desired weight filtrations on the Betti cohomology of complex algebraic varieties
can be defined as abutment filtrations of spectral sequences whose initial terms
are the cohomology of projective smooth ones. Showing that their combinations
with the Hodge filtrations appearing on these abutments give rise to mixed Hodge
structures relies on new tools of homological algebra: (i) filtered derived categories
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(introduced in ([120], V) in the case of finite filtrations), and used systematically
in [D29, 1974] (ii) décalage of filtrations, mentioned in Sect. 1.2 “Décalage of
Filtrations”.

This décalage is used in the proof of a technical result on which all geometric
constructions of mixed Hodge structures ultimately rest, the so-called lemma of
two filtrations ([D16, 1971], 1.3.16), ([D29, 1974], 7.2). Given a complex K of
an abelian category, equipped with two filtrations W and F , F being biregular,
i.e., inducing on each component a finite filtration, this lemma provides a handy
criterion to ensure that the three natural filtrations9 cut out by F on the Er terms of
the spectral sequence of K filtered by W coincide (and on E

p,q∞ = grp
WHp+q(K)

coincide with the filtration induced by F on the right hand side).
Deligne associates with complex algebraic varieties finer objects than mixed

Hodge structures, namely mixed Hodge complexes. Their definition involves filtered
and bi-filtered derived categories, whose definition we recall first (loc. cit., 7.1).

Let A be an abelian category. The categoryK+F(A ) is the category of bounded
below filtered complexes (K,F ) (with F biregular) and homotopy classes of maps
preserving the filtration. The filtered derived category D+F(A ) is the triangulated
category deduced from K+F(A ) by inverting the filtered quasi-isomorphisms, i.e.,
morphisms u such that grF (u) is a quasi-isomorphism.

The category K+F2(A ) is the category of bounded below bi-filtered complexes
(K,F,W) (with F and W biregular) and homotopy classes of maps preserving
F and W . The bi-filtered derived category D+F(A ) is the triangulated category
deduced from K+F2(A ) by inverting the bi-filtered quasi-isomorphisms, i.e.,
morphisms u such that grF grW(u) is a quasi-isomorphism.

Let n ∈ Z. A Hodge complex of weight n is a triple (KZ, (KC, F ), α), where
KZ is an object of D+(Z) with finitely generated cohomology groups, (KC, F ) an
object of D+F(C), and α : KC

∼→ KZ ⊗ C an isomorphism of D+(C) such that
the following conditions are satisfied:

(i) the differential of KC is strictly compatible with the filtration, in other words
([D16, 1971], 1.3.2), the spectral sequence of (KC, F ) degenerates at E1;

(ii) F induces on each Hk(KC)(
∼→ Hk(KZ) ⊗ C) a filtration which is (n + k)-

opposed to its complex conjugate, i.e., such that Hk(KC) = ⊕p+q=n+k(F
p ∩

F
q
)Hk(KC), in other words, defines a pure Q-Hodge structure of weight n+ k

on Hk(KQ).

For A a noetherian subring of C such that A ⊗ Q is a field (e.g., Q, R), one
similarly defines an A-Hodge complex of weight n, by replacing KZ by KA, with
KA in D+(A), with cohomology groups finitely generated over A.

9They come from the three descriptions of Epq
r : as a subobject of a quotient of Kp+q , as a quotient

of a subobject of Kp+q , as a quotient of a subobject of Epq

r−1.
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An A-mixed Hodge complex is a tupleK= (KA, (KA⊗Q,W), (KC,W,F ), β, α),

where KA is an object of D+(A) with finitely generated cohomology modules,
(KA⊗Q,W) an object of D+F(Q) (W being increasing), (KC,W,F ) an object

of D+F2(C), β : KA⊗Q
∼→ KA ⊗ Q an isomorphism in D+(A ⊗ Q),

α : (KC,W)
∼→ (KA⊗Q,W) ⊗ C in D+F(C) such that for all n ∈ Z, the

triple

(grWn KA⊗Q, (grWn KC, F ), grWn α : grWn KC
∼→ grWn KA⊗Q ⊗ C)

is an A⊗ Q-Hodge complex of weight n.
For A = Z, one simply says mixed Hodge complex. An A-mixed Hodge complex

K such that griWKA⊗Q = 0 for i �= n can be viewed, by forgetting W , as an A-
Hodge complex of weight n. The link between mixed Hodge complexes and mixed
Hodge structures is provided by (a) of the following theorem (loc. cit., 8.1.9) (whose
other statements yield the basic degeneration results for the spectral sequences
arising from geometric situations):

Theorem 10 Let K be a mixed Hodge complex.

(a) For each k ∈ Z, the shifted filtration W [k] (W [k]p = Wp−k) on Hk(KQ) and
the filtration F of Hk(KC) = Hk(KQ)⊗ C define a mixed Hodge structure.

(b) The spectral sequence of (KQ,W) (weight spectral sequence) degenerates
at E2.

(c) The spectral sequence of (KC, F ) (Hodge spectral sequence) degenerates
at E1.

(d) For each p ∈ Z, the spectral sequence of grpFKC filtered by W degenerates
at E2.

Morphisms of mixed Hodge complexes are defined in the obvious way. It follows
from Theorem 10 (and the fact that morphisms of Hodge structures are strictly
compatible with the Hodge filtrations) that a morphism u : K → L of Hodge
complexes such that the underlying morphism uZ : KZ → LZ is an isomorphism
of D(Z) is an isomorphism. This does not extend to morphisms of mixed Hodge
complexes. However, if u : K → L is a morphism of mixed Hodge complexes such
that uZ : KZ → LZ is an isomorphism, then the morphism deduced by décalage
of W ,

(KZ, (KQ,Dec(W)), (KC,Dec(W), F)) → (LZ, (LQ,Dec(W)), (LC,Dec(W), F))

is an isomorphism (the décalage comes from (d) and (4)). In particular, Hn(u) :
Hn(K) → Hn(L) is an isomorphism of mixed Hodge structures.
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Mixed Hodge Theory

The Smooth Case

If X is a projective, smooth scheme over C, the associated complex analytic variety
Xan is Kähler, hence, for each n ∈ Z, Hn(X,Z)10 comes equipped with a pure
Hodge structure of weight n. The filtration F on Hn(X,C) doesn’t depend on the
Kähler structure, as it is the abutment filtration of the Hodge to de Rham spectral
sequence

E
pq

1 = Hq(X,Ω
p
X) ⇒ Hp+q(X,C)(

∼→ Hp+q(X,Ω•
X)), (32)

which degenerates at E1. In ([D3, 1968], 5.3), Deligne shows that if X is only
assumed proper and smooth, the same degeneration holds for the similar spectral
sequence (32) (an algebraic proof of this was later given in [D65, 1987], see
Sect. 4.6), and the abutment filtration F again providesHn(X,Z) with a pure Hodge
structure of weight n.

Let X be a separated and smooth scheme of finite type over C. As we have seen in
Sect. 3.1 “Higher Dimension: The Riemann–Hilbert Correspondence”, by Nagata’s
compactification theorem, followed by Hironaka’s resolution, one can find a dense
open embedding j : X ↪→ X, with X/C proper and smooth, and D = X − X a
strict normal crossings divisor. Recall (Sect. 3.2) that the inclusion (18) (of analytic
complexes)

Ω•
X
(logD) ↪→ j∗Ω•

X

is a filtered quasi-isomorphism, where the left (resp. right) hand side is filtered
by W (resp. τ ). By the Poincaré lemma, j∗Ω•

X

∼→ Rj∗C, so we get a fil-

tered complex (Rj∗Q, τ ) with Rj∗Q
∼→ Q ⊗ Rj∗Z, and a bifiltered complex

(Ω•
X
(logD),W,F) (where F is the naive filtration), with a filtered isomorphism

C ⊗ (Rj∗Q, τ )
∼→ (Ω•

X
(logD),W). Applying RΓ (X,−) we get an object

RΓ (X,Z) of D+(Z), an object (RΓ (X,Q),W) of D+F(Q) (W being induced
by τ on Rj∗Q) with an isomorphism Q ⊗ RΓ (X,Z)

∼→ RΓ (X,Q), and an
object RΓ (X,Ω•

X
(logD),W,F) of D+F2(C) with a filtered isomorphism C ⊗

(RΓ (X,Q), τ )
∼→ RΓ (X,Ω•

X
(logD),W). Deligne proves the following result

([D29, 1974], 8.1.7, 8.1.8):

10In this section, sheaves on and cohomology groups of schemes of finite type over C are taken
with respect to the classical topology (on the associated complex analytic spaces), and we omit the
superscript “an” for brevity.
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Theorem 11 The triple

(RΓ (X,Z),W,F ) = (RΓ (X,Z), (RΓ (X,Q),W), (RΓ (X,Ω•
X
(logD),W,F)),

(33)

endowed with the above isomorphisms, is a mixed Hodge complex.

In particular, by Theorem 10, for each n ∈ Z,

(Hn(X,Z), (Hn(X,Q),W [n]), (Hn(X,Ω•
X
(logD),W [n], F )) (34)

is a mixed Hodge structure. As compactifications j : X ↪→ X as above form a
connected category, it follows from the remark after Theorem 10 that this mixed
Hodge structure ((Hn(X,Z),W,F ), j) is independent of the compactification j :
the structures associated with various j ′’s are related by a transitive system of
isomorphisms. As morphisms f : X → Y can be embedded in morphisms of
compactifications, it depends functorially on X. The same holds for the complexes
(RΓ (X,Z),Dec(W), F ) deduced from (33) by décalage of the filtration W (loc.
cit. 8.1.16).

The General Case

Let X be a scheme (or algebraic space) separated and of finite type over C.
Using Hironaka’s resolution, Deligne shows that by a step by step construction
(axiomatized in ([3], Vbis, 5.1) and recalled in (loc. cit., 6.2.5)) one can construct a
commutative diagram of simplicial C-schemes

Y•

a

j•
Y •

X Spec C ,

(35)

where a is a proper hypercovering (for the classical topology), Y • a simplicial C-
scheme which is proper and smooth in each degree, and j• a map which is in each
degree n a dense open immersion such that the complement Dn = Yn − Yn is a
strict normal crossing divisor. The constructions of the smooth case yield a triple of
(filtered) complexes on Y •:

(Rj•∗Z, (Rj•∗Q, τ ), (Ω•
Y•(logD•),W,F )), (36)
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with isomorphisms Q ⊗ Rj•∗Z
∼→ Rj•∗Q, C ⊗ (Rj•∗Q, τ )

∼→ (Ω•
Y•(logD•),W).

By applying RΓ (Y •,−) to (36) we get a triple of (filtered) complexes:

(RΓ (Y •, Rj•∗Z), (RΓ (Y •, Rj•∗Q), δτ ), (RΓ (Y •,Ω•
Y•(logD•), δW,F)),

(37)

with isomorphisms Q⊗RΓ (Y•,Z)
∼→ RΓ (Y •, Rj•∗Q), C⊗(RΓ (Y •, Rj•∗Q), δτ )

∼→ (RΓ (Y •,Ω•
Y•(logD•), δW). Here the filtrations δτ and δW are obtained by a

diagonal process: if M is a complex on Y •, RΓ (Y •,M) is the total complex of a
bicomplex K•,•, whose second degree corresponds to the simplicial degree: K•,q
calculates RΓ (Y q,Mq); if M is filtered by an increasing filtration W , the filtration
δW on sK•,• is given by (δW)n(sK) = ⊕p,qWn+q (K

p,q), with associated graded
grδWn (sK) = ⊕qgrWn+q(K

•,q)[−q].
By Theorem 2, the adjunction map

Z → Ra∗Z

is an isomorphism, hence RΓ (Y •, Rj•∗Z) = RΓ (X,Z), so that (37) can be
rewritten

(RΓ (X,Z), (RΓ (X,Q),W), (RΓ (Y •,Ω•
Y•(logD•), δW,F)), (38)

(where the filtration W on RΓ (X,Q) is induced by the diagonal filtration δW of
(RΓ (Y •, Rj•∗Q)). Deligne proves the following generalization of Theorem 11:

Theorem 12 The triple (RΓ (X,Z),W,F ) defined by (38) (and the above isomor-
phisms) is a mixed Hodge complex.

Again, by Theorem 10, for each n ∈ Z,

(Hn(X,Z), (Hn(X,Q),W [n]), (Hn(X•,Ω•
X•
(logD•),W [n], F )) (39)

is a mixed Hodge structure, and, as before, it follows from the remark after
Theorem 10 that, up to a transitive system of isomorphisms, it does not depend
on the choice of the diagram (35) (and a similar statement holds for the com-
plexes (RΓ (X,Z),Dec(W), F )). Moreover, Deligne shows that this mixed Hodge
structure is functorial in X: a morphism f : X1 → X2 induces a morphism of
mixed Hodge structures f ∗ : (Hn(X2,Z),W,F ) → (Hn(X1,Z),W,F ) (which is
automatically strictly compatible with the filtrations W and F ).

Concerning the Hodge numbers hpq = hpq(Hn(X,Z)) (31), Deligne proves
([D29, 1974], 8.2.4) that they are concentrated in the square [0, n] × [0, n] (and
even in the smaller square [n−N,n−N] if n ≥ N = dim(X)), an that in addition:
if X is proper (resp. smooth) they are concentrated on or under (resp. above) the
diagonal p + q = n. When X is smooth, the bottom (i.e., smallest weight) part



Pierre Deligne: A Poet of Arithmetic Geometry 47

WnH
n(X,Q) of the weight filtration is the image of Hn(X,Q) in Hn(X,Q) for

any smooth compactification X ↪→ X.

Simplicial Variants

Let X• be a simplicial scheme (or algebraic space) over C, whose components Xn

are separated and of finite type. Similar constructions equip the cohomology groups
Hn(X•,Z) with mixed Hodge structures Hn(X•,Z),W,F ), functorial in X•. The
spectral sequence (5)

E
pq
1 = Hq(Xp,Z) ⇒ Hp+q(X•,Z)

is a spectral sequence of mixed Hodge structures. Deligne gives two applications of
this.

The first one concerns relative cohomology. If f : Y → X is a continuous map
between topological spaces, the relative cohomology complex of f (or X mod Y )
could be defined as C[−1], where C is a cone in D+(Z) of f ∗ : RΓ (X,Z) →
RΓ (Y,Z). However, this definition is not functorial, and, when f underlies a
morphism of separated schemes of finite type over C, doesn’t yield a definition of
mixed Hodge structures on the groupsHn(C) making the relative cohomology exact
sequence an exact sequence of mixed Hodge structures. Instead, Deligne defines the
cone of f, C(f ), as the simplicial scheme which is the push-out of the diagram (of
simplicial schemes)

Y × ({0}, {1}) X SpecC

X (Y × Δ(1)) C(f )

(40)

(where the left vertical arrow is defined by the inclusion of Δ(0) = ({0}, {1})
into Δ(1),11 and the top horizontal arrow sends (y, 0) (resp. (y, 1)) to f (y) (resp.
Spec C).12 Thus the cohomology groups

Hn(X modY,Z) := Hn(C(f ),Z)

11Δ(n) is the simplicial set [p] �→ Hom([p], [n]).
12The n-th component of C(f ) is the disjoint union of Xn, Yi for i < n, and Spec C.
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come naturally equipped with a mixed Hodge structure, and one checks (loc. cit.
8.3.9) that the exact sequence of relative cohomology

· · · → Hn(X modY,Z) → Hn(X,Z) → Hn(Y,Z) → · · ·

is an exact sequence of mixed Hodge structures. This formalism is used in the proof
of the above assertions on the Hodge numbers. it could also be applied to define
mixed Hodge structures on compactly supported cohomology groups. However, this
is not discussed in loc. cit., and would not suffice to construct a good theory of
duality. A formalism of six operations in Hodge theory was later provided by M.
Saito’s theory of mixed Hodge modules [221, 222]. See Sect. 4.5 for its bearing on
Deligne cohomology groups.

The second application is to algebraic groups. The cohomology of Lie groups
and their classifying spaces was extensively studied by Borel in the 1950s. Let G be
a linear algebraic group over C. The Betti cohomology of its topological classifying
space BG can be calculated as the cohomology of the simplicial scheme (where [p]
is the ordered set (0, · · · , p))

B•G = ([p] �→ G[p]/G)

(sometimes called the nerve of G); in stack theoretic language, this is
cosk0(Spec C → [Spec C/G]). The corresponding spectral sequence (cf. (5)),

E
pq
1 = Hq(Gp,Z) ⇒ Hp+q(B•G,Z),

sometimes called the Eilenberg–Moore spectral sequence, underlies a spectral
sequence of mixed Hodge structures. Using it and the splitting principle, Deligne
proves (loc. cit. 9.1.1, 9.1.5):

Theorem 13 Let G be a linear algebraic group over C.

(a) H 2n−1(B•G,Q) = 0, and H 2n(B•G,Q)⊗ C is purely of type (n, n).
(b) If G is connected, the primitive part P ∗ of the Hopf algebra H ∗(G,Q) is

a mixed sub-Hodge structure, P 2i = 0, P 2i−1 is purely of type (i, i) and
H ∗(G,Q) = Λ∗P ∗ as mixed Hodge structures.

Deligne mentions that similar results hold in �-adic cohomology. He gives some
details in ([D39, 1977], Sommes trigonométriques, 8.2).

The Fixed Part and Semisimplicity Theorems

While Deligne was developing his theory of mixed Hodge structures, variations of
(pure) Hodge structures and their local and global monodromies were being studied
by Griffiths and Schmid by analytic methods. Mixed Hodge theory enabled him to
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prove key results on the global monodromy of variations of Hodge structures of
geometric origin.

The main one is the so-called fixed part theorem. Let S be a smooth, separated
scheme over C, and f : X → S a proper and smooth morphism. Then, by Deligne’s
criteria in [D3, 1968], the Leray spectral sequence of f ,

Hp(S,Rqf∗Q) ⇒ Hp+q(X,Q)

degenerates at E2 (cf. (1)) (we write here f for f an). In particular, for all n, the edge
homomorphism

Hn(X,Q) → H 0(S,Rnf∗Q)

is surjective. The fixed part theorem is the following statement ([D16, 1971], 4.1.1):

Theorem 14 With the above notation, let X be a smooth compactification of X.
Then the induced morphism

Hn(X,Q) → H 0(S,Rnf∗Q) (41)

is surjective.

In general, the restriction map Hn(X,Q) → Hn(X,Q) is far from being
surjective: its image is the bottom layer WnH

n(X,Q) of the weight filtration of
Hn(X,Q).

Theorem 14 has several remarkable consequences. Here is one which plays a
crucial role in the next theorem:

Corollary 1 Under the assumptions of Theorem 14, suppose S connected. Let
(Rnf∗Q)0 be the largest constant sub-local system of Rnf∗Q (thus, for s ∈ S, the
restriction map H 0(S,Rnf∗Q) → (Rnf∗Q)0

s is an isomorphism). Then (Rnf∗Q)0
s

underlies a sub-Hodge structure of Hn(Xs,Q), inducing on H 0(S,Rnf∗Q) a
Hodge structure which is independent of s.

Actually, the conclusion holds assuming only S reduced and separated (and
connected). In particular, a global section a of Rnf∗C on S is of Hodge type (p, q)
at one point s, then a is of type (p, q) everywhere.

Deligne mentions in a footnote to loc. cit. that one can deduce from results of
Griffiths and Schmid a generalization of Corollary 1, with Rnf∗Q replaced by a
polarizable variation of (pure) Hodge structures on the (smooth scheme) S.

In loc. cit. Deligne proves a general semisimplicity theorem for representations
of the fundamental group of a good connected topological space S associated with
continuous variations of pure Q-Hodge structures on S satisfying a number of
properties, verified for example in the case of “algebraic” variations (by Corollary 1)
or variations à la Griffiths–Schmid as above. He derives from it the following
consequence ([D16, 1971], 4.2.9):
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Theorem 15 Let S be as in Corollary 1, s ∈ S, and n ∈ Z. Let f : X → S be a
morphism, with X/C separated and of finite type, such that Rnf∗Q is a local system
on S. Let G be the Zariski closure of the image of the representation ρ : π1(S, s) →
Aut(Rnf∗Q)s , and G0 the identity component. Then:

(a) The radical of G0 is unipotent.
(b) If f is proper and smooth, ρ is semisimple (hence G0 is semisimple).

Part (a) will later resonate in �-adic cohomology (see Sect. 5.6 “Ingredients of
the Proof”, Theorem 23).

In turn, the Weil conjectures resonate in Hodge theory: Deligne will show that
they imply that the weight filtration of Hn(X,Q) (36) is a discrete invariant, i.e., is
invariant under algebraic deformation of X (see Theorem 39).

The semisimplicity theorem, combined with distance decreasing properties of
Griffiths period maps, implies the following striking finiteness result ([D66, 1987],
0.5):

Theorem 16 Let S be a smooth, connected, scheme over C, and N a nonnegative
integer. There exists only a finite number of isomorphism classes of local systems
on S of Q-vector spaces of rank N that are direct summands of local systems
underlying a polarizable variation of Hodge structures.

For f : X → S proper and smooth, with S as above, consider the monodromy
representation ρ as in Theorem 15. Theorem 16 implies ([D66, 1987], 0.1):

Corollary 2 Fix (S, s) and the integer N ≥ 0. For variable n and (proper and
smooth) f : X → S, the associated monodromy representations ρ which are of
dimension N form a finite number of isomorphism classes.

1-Motives

While Grothendieck’s conjectural theory of motives inspired Deligne’s construction
of mixed Hodge theory, in turn, mixed Hodge theory suggested an (even more
remote) theory of mixed motives. Though such a theory (or even a precise formu-
lation of it) seems to be still out of reach today, interesting pieces could be defined
and studied unconditionally, namely, (i) 1-motives, and (ii) mixed Tate motives over a
number field. In the 1980s Deligne proposed a conjectural formalism for (ii), which
was later constructed as a by-product of Voevodsky’s theory (see Sect. 9.2 “Mixed
Tate Motives”, (c)). He developed (i) at the end of [D29, 1974].

If A is a complex abelian variety, the homology group HZ = H1(A,Z) is the
kernel of the (surjective) exponential map Lie(A) → A. Let F be the (one step)
filtration on HC = HZ ⊗C defined by the kernel of the (surjective) homomorphism
H1(A,Z) ⊗ C → Lie(A). Then (HZ, F ) is a polarizable pure Hodge structure of
type ((−1, 0), (0,−1)), and it has been known since Riemann that this construction
defines an equivalence between the category of complex abelian varieties and that
of polarizable pure Hodge structures of type ((−1, 0), (0,−1)).
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In ([D29, 1974], 10.1) Deligne gives a similar geometric interpretation for certain
mixed Hodge structures of weight between −2 and 0. He first defines the beautiful
geometric notion of 1-motive.

A 1-motive M over a scheme S consists of the following data: an abelian scheme
A and a torus T over S, an extension G of A by T , and a morphism u : X → G,
where X is a group scheme over S, which étale locally is the constant group scheme
defined by a finitely generated and free Z-module.

Let M = (X,A, T ,G, u) be a 1-motive over C. Deligne constructs a mixed
Hodge structure T (M) of type t = ((0, 0), (−1, 0), (0,−1), (−1,−1)), called
the Hodge realization of M , whose integral lattice T (M)Z is torsion free, and
isomorphisms of pure Hodge structures H1(T ,Z)

∼→ grW−2T (M)Z, H1(A,Z)
∼→

grW−1T (M)Z, X
∼→ grW0 T (M)Z, where T (M)Z is endowed with the filtration W

induced by the filtrationW on T (M)Q. He shows thatM �→ T (M) is an equivalence
from the category of 1-motives over C to that of mixed Hodge structures H of type
t such that HZ is torsion free and grW−1H is polarizable.

For 1-motives over an algebraically closed field k, Deligne defines similar
realizations in the �-adic and de Rham contexts. In addition, using Grothendieck’s
formalism of bi-extensions, he constructs a self-duality M �→ M∗ of the category of
1-motives over k, which, when k = C induces on the Hodge realization T (M) �→
Hom(T (M),Z(1)) (where Z(1) is the Hodge structure of Tate (Sect. 4.1)).

Let X/C be separated and of finite type, of dimension≤ N . For n ≥ 0, Hn(X,Z)
has a mixed Hodge structure H , whose Hodge numbers hpq are concentrated in the
square [0, n]×[0, n] (12). From H one can deduce 1-motives, that Deligne denotes
by I and IIn: I (resp. IIn) is the largest mixed sub-Hodge structure (resp. quotient
Hodge structure) of (HZ/torsion)(1) (resp. (HZ/torsion)(n)) which is purely of
type ((−1,−1), (−1, 0), (0,−1), (0, 0)). He makes the following conjecture ([D29,
1974], 10.4.1):

Conjecture 1 The 1-motives I and IIn (for n ≤ N) and IIN (for N ≥ n) admit a
purely algebraic description.

In (loc. cit., 10.3) he proves it for curves. In a slightly different form, the
conjecture was proven (independently) by Ramachandran [212], and Barbieri-Viale,
Rosenschon, M. Saito [18].

The notion of 1-motive has given rise to many developments and generated a
huge literature, see [19] for a recent survey.

The du Bois Complex

Let X be a quasi-projective scheme over C. In ([D29, 1974], 9.3) Deligne constructs
a complex K of coherent sheaves on X, concentrated in nonnegative degrees, with
differential given by differential operators of order ≤ 1 such that C → Kan is a
quasi-isomorphism, and factors into C → Ω•

Xan → K , where the first arrow is
the natural augmentation. In particular, H ∗(Xan,C) appears as a direct summand
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of the analytic de Rham cohomologyH ∗(Xan,Ω•
Xan) (a result previously proved by

Bloom and Herrera by other methods).
In his letter [64], he proposes a strong refinement of this. He makes the following

conjecture:

Conjecture 2 Let X be a complex analytic space. Let ε : Y• → X be a
proper hypercovering, with Yn smooth over C for all n. Consider the total complex
Rε∗Ω•

Y•/C, filtered by the Hodge filtration Ω
≥p

Y•/C on Ω•
Y•/C, an object of the

bounded below derived category of filtered complexes of sheaves of OX -modules,
the filtration being biregular, with differential given by differential operators of
order ≤ 1, and OX -linear associated graded. Then, in this category, Rε∗Ω•

Y•/C
is independent of the choice of ε, namely there should exist a transitive system
of isomorphisms between these objects when ε varies. Denote this object by
Ω•

X . Then, in particular, for all p, Ωp

X := grpΩ•
X is a well defined object of

D+(X ,OX ). Moreover, for X = Xan for X/C a projective scheme, Ω•
X should

be the analytification of a similar objectΩ•
X on the Zariski site of X, and the spectral

sequence

E
pq

1 = Hq(X,Ω
p

X) ⇒ Hp+q(X,Ω•
X)

should degenerate at E1 and abut to the Hodge filtration of (the mixed Hodge
structure) of H ∗(Xan,C).

The analytic conjecture is still open. In the algebraic case, in a second letter
[68], Deligne explained how, in the projective case, one could prove the desired
independence by the global to local argument, that he had used to prove finiteness
of étale cohomology (see Sect. 1.4 “Finiteness”). Details and generalizations were
written up by du Bois in his thesis [85]. The complexΩ•

X was later called the du Bois
complex, and singularities for which OX → gr0Ω•

X(= Rε∗OY•) is an isomorphism,
du Bois singularities. They are important in birational geometry. They were studied
by various authors after du Bois (Steenbrink, Ishida, Kollár, etc.), see [233] for
recent applications.

Hodge Theory and Rational Homotopy

Let M be a connected CW-complex (or simplicial set). By different methods Quillen
[211] and Sullivan [245] (see ([D31, 1975], 3) for the details of the construction)
attached to M anticommutative Q-differential graded algebras Ω∗(M) which
capture its rational homotopy type. Furthermore, Sullivan introduced the notion
of minimal model of such an object, namely an anticommutative Q-differential
graded algebra M = ⊕n≥0M n quasi-isomorphic to Ω∗(M), with M 0 = Q,
M free in the graded sense, generated by its indecomposable elements, and with
dM ⊂ (M>0)2. Such a minimal model is unique up to isomorphism. It has the
property that H ∗(M ) = H ∗(M,Q), and, if M is simply connected, then the dual of
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π∗(M)⊗ Q is M>0/(M>0)2. When M underlies a Kähler, or algebraic, structure,
inputs from Hodge theory or from the Weil conjectures produce constraints on M .

In [D31, 1975] Deligne et al. prove that if M is a compact Kähler manifold,
then M ⊗ R is a minimal model of the cohomology algebra H ∗(M,R) (with zero
differential).13 In particular, if in addition M is simply connected, the whole real
Postnikov tower of M can be reconstructed from H ∗(M,R). See [196] for a survey.

When M underlies a scheme X separated and of finite type over C, Deligne uses
the Weil conjectures to show that M ⊗ Q� comes equipped with a rich structure
(weight filtration with natural splittings) (see Sect. 4.2 “First Applications”, Q�-
homotopy type).

4.3 Shimura Varieties

In the 1960s Shimura, in connection with his work on complex multiplication, stud-
ied quotients of hermitian symmetric domains by discrete congruence subgroups.
By a theorem of Baily–Borel, such quotients turn out to be algebraic. Sometimes
they are moduli spaces for abelian varieties with additional structures. In a number
of cases Shimura showed that they can be defined over a number field.

In his Bourbaki report [D13, 1971] Deligne defined a large class of such objects,
which he later called Shimura varieties in his Corvallis survey ([D42, 1979], 2.3).
These two texts have become standard references for the foundations of the theory,
in which he introduced new angles and approaches that proved to be seminal.

Axiomatization of Shimura Varieties

Deligne emphasized (and popularized) the use of the real torus (sometimes called,
nowadays, the Deligne torus)

S :=
∏

C/R

Gm, (42)

Weil restriction of Gm from C to R, to express a real Hodge structure V , defined
by a finite dimensional R-vector space VR and a bi-grading V pq of VC = VR ⊗ C
satisfying V pq = V

qp
, as an action of S on VR, i.e., a homomorphism of real

algebraic groups h : S → GL(V ): V pq is the summand where h(z), for z ∈
C∗ = S(R), acts by z−pz−q (with the conventions of ([D42, 1979], 1.1.1.1)). The
weight decomposition V = ⊕n∈ZV

n, where V n = ⊕p+q=nV
pq can be read on the

weight homomorphism wh : Gm → GL(V ), which is the restriction to Gm ⊂ S
(corresponding to R∗ ⊂ C∗) of h−1: V n is the summand where wh(λ) is x → λnx.

13In the terminology of (loc. cit., p. 260), M ⊗ R is a formal consequence of H ∗(M,R).
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In ([D13, 1971], 1.5) and ([D42, 1979], 2.1.1), Deligne considers the following
object (later called Shimura datum):

(G,X), (43)

where G is a reductive group over Q, and X a G(R)-conjugacy class of morphisms
h : S → GR of algebraic groups over R, satisfying the following conditions (i)–
(iii):

(i) For h ∈ X, Lie(GR), endowed with the Hodge structure defined by the
composition S → GR → GL(Lie(GR)) where the second map is the adjoint
representation, is purely of type {(−1, 1), (0, 0), (1,−1)}.

(ii) The involution int(h(i)) of the adjoint group Gad
R is a Cartan involution.14

(iii) The adjoint group of G has no factor G′ defined over Q into which h projects
trivially.

Axioms (i) and (ii) imply that X can be described in the following two ways:

(a) X is a finite disjoint union of hermitian symmetric domains (= hermitian
symmetric spaces with negative curvature, i.e., with no compact nor euclidian
factor),

(b) at least in the case where the restriction of h ∈ X to Gm is defined over Q, X
is a parameter space for G(Q)-equivariant Q-variations of polarizable Hodge
structures associated with representations of G.

More precisely, for (b), Deligne proves that X has a unique complex structure
such that, for each representation ρ : GR → GL(V ) (V a finite dimensional R-
vector space), the Hodge filtration Fh of VC induced by ρh : S → GL(V ) varies
holomorphically with h and satisfies Griffiths transversality ∇F i

h ⊂ F i−1
h ⊗ Ω1

X.
Condition (ii) has a Hodge theoretic interpretation. By (i), for h ∈ X, the image of
the restriction wh of h−1 to Gm lies in the center of G, in particular C = h(i)2

is central, so int(h(i)) is an involution; by an elementary key lemma in ([D20,
1972], 2.8), condition (ii) is equivalent to requiring that for all representations
ρ : G → GL(V ) (or for one faithful representation ρ), V is C-polarizable,
i.e., admits a G-invariant bilinear form ψ such that ψ(x,Cy) is symmetric and
positive definite – which is equivalent to the polarizability, in the usual sense, of the
homogeneous components of V . Concerning (a), Deligne proves a converse: any
hermitian symmetric domain is a connected component of an X as above. As for
(iii), it is seen to be equivalent to saying that Gad has no factor G′ such that G′(R) is
compact, and by the strong approximation theorem, it ensures that G(Q) is dense in
G(Af ), where G is the universal cover of the derived group of G, and Af = Ẑ⊗Q
is the ring of finite adeles.

14I.e., an involution σ such that the real form (Gad
R )σ of Gad

R relative to the complex conjugation
g �→ σ(g) is compact, in the sense that (Gad

R )σ (R) is compact.
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Deligne defines a Shimura variety (relative to a Shimura datum (G,X)) as a
quotient

KMC(G,X) := G(Q)\(X × (G(Af )/K)), (44)

where K is a compact open subgroup of G(Af ). Such a variety is a finite disjoint
union of quotients of connected components of X by arithmetic subgroups of G(R).
It is a complex analytic space, which (by Baily–Borel) has a natural structure of
quasi-projective scheme over C, unique for K small enough. For variable K , the
varieties KMC(G,X) form a projective system, with finite transition morphisms,
and Deligne considers its projective limit

MC(G,X) := lim←−
K

KMC(G,X), (45)

a C-scheme equipped with a natural right action of G(Af ), such that KMC(G,X) =
MC(G,X)/K . It is this action which makes Shimura varieties especially interesting
in view of the Langlands program.

The simplest example of such a structure is the tower of modular curves
M0

n(C) = H /Γ (n) (cf. Theorem 6). It corresponds to the Shimura datum (G,X)

where G = GL2, X = C − R = H ∪ −H the conjugacy class of the canonical

inclusion h0 : S ↪→ G (x + iy �→
(

x y

−y x

)

), i.e., the homogeneous space

GL2(R)/R∗SO2(R), orbit of i in C under the natural action of GL2(R). We have
M0

n(C) = KnMC(G,X) for Kn = Ker(G(Ẑ) → G(Z/n)) ([D24, 1973], 5.3).
The projective limit MC(G,X) = lim←−n

M0
n(C), denoted M∞ in ([D6, 1969], 3.7),

has an action of G(Af ), a fact which, according to Deligne, was first noticed by
Shafarevich.

A basic generalization is the Shimura datum (G = GSp(2n),X), where X is the
unique conjugacy class of homomorphisms h : S → GSp(2n)R satisfying condition
(i) (or, simply, such that hw sends λ to the homothecy or ratio λ−1); X is the union
S± of two Siegel upper half spaces. The corresponding Shimura varieties are moduli
spaces for principally polarized abelian varieties with level structure.

Canonical Models

In this set-up Deligne tackles the question of the existence of models of Shimura
varieties over number fields. He essentially follows Shimura’s method, but in order
to do so, he develops foundational preliminaries. They comprise the following
notions: reflex field, special (or CM) points, canonical models.

• The reflex field E(G,X) ⊂ C of a Shimura datum (G,X) is the field of definition

of the composite morphism μh : GmC ↪→ SC(= (G2
m)C)

h→ GC, for h ∈ X,
where the first map is (z �→ (z−1, 1)). When Gad is simple, E(G,X) is either a
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totally real field, or a totally imaginary quadratic extension of a totally real field
([D13, 1971], 3.8).

• A point h ∈ X is called special (or of CM type) if there is a torus T ⊂ G

(over Q) such that h : S → GR factors through TR. A point x of KMC(G,X)

or MC(G,X), class of (h, g) ∈ X ×G(Af ), is called special if h is special; the
G(Q)-conjugacy class of h (which depends only on x) is called the type of x, and
the corresponding reflex field is denoted E(x). In the example of modular curves,
a point x ∈ X = C−R is special if and only if x generates an imaginary quadratic
extension E of Q (and E = E(x)). Using the reciprocity isomorphisms for the
tori T , Deligne defines an action of Gal(Q/E(τ)) on the set M(τ) of special
points of a given type τ , commuting with the right action of G(Af ).

• A canonical model of MC(G,X) is a scheme M(G,X) over E(G,X), equipped
with an action of G(Af ), and an equivariant isomorphism M(G,X) ⊗E(G,X)

C
∼→ MC(G,X), such that the special points are algebraic and for each type τ

the action of Gal(Q/E(τ)) on M(τ) is induced by that of Gal(Q/E(G,X)) on
MC(G,X). Deligne proves that a canonical model, if it exists, is unique up to a
unique isomorphism ([D13, 1971], 5.5).

In the case of Shimura varieties corresponding to moduli of abelian varieties with
additional structures (later called of PEL type, for “polarization”, “endomorphism”,
“level”), and especially in the case of Siegel modular spaces, the modular interpre-
tation yields such canonical models. In the general case, the existence of canonical
models is a difficult problem. To construct canonical models, Deligne follows a
method due to Shimura, which relies on the following criterion ([D42, 1979], 3.1):

Proposition 1 If there exists an embedding G ↪→ CSp(2n) sending X to the Siegel
double-space S±, then MC(G,X) admits a canonical model.

In [D42, 1979] Deligne mentions, at the end of the introduction, that his theorem
on absolute Hodge cycles (see Sect. 4.4) leads to a simpler proof than his earlier one
in [D13, 1971]. It doesn’t seem, however, that it has been published.

As for the construction, very roughly speaking, the idea is to define M(G,X) as
the closure of the set of special points in the canonical model of a Siegel modular
variety. Deligne shows that the existence of a canonical model for a datum (G,X)

depends only on the derived and adjoint groups of G and a connected component
of X, and that such a model exists for G Q-simple adjoint of type A, B, or C, or for
certain types D.

4.4 Absolute Hodge Cycles

Let X be a smooth projective C-scheme. Recall that H 2n(Xan,Q(n)) is a pure Q-
Hodge structure of weight 0 (Z(n) is the pure Hodge structure of weight −2n, purely
of type (−n,−n), with integral lattice (2πi)nZ). The rational Betti cohomology
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class is a homomorphism

cl : CHn(X)⊗ Q → H 2n(Xan,Q(n))0,0 (46)

where CHn(X) is the Chow group of codimension n cocycles, and the group on
the right hand side, called the group of rational Hodge cycles (of degree 2n), is the
intersection, in H 2n(Xan,C), of H 2n(Xan,Q(n)) with the part of bidegree (0, 0) of
H 2n(Xan,Q(n)) ⊗ C, i.e., the part of type (n, n) of H 2n(Xan,Q)⊗ C. The Hodge
conjecture asserts that (46) is surjective.

In the late 1970s, Deligne discovered that, in the case of an abelian variety A,
rational Hodge cycles enjoy many of the (motivic) properties they would have
if we knew the Hodge conjecture. In particular, strikingly, the property for a
cohomology class in H 2n(Aan,C) of being a rational Hodge cycle is invariant
under automorphisms of C. In order to formulate his theorem, he introduced new
objects, which he called absolute Hodge cycles, possessing all the good properties
of cohomology classes of algebraic cycles. This notion turned out to change the
perspective one had so far on Grothendieck’s theory of motives, by suggesting
unconditional approximations of it (as suggested by Deligne in ([D43, 1979], 0.9),
and developed by several authors, see especially [13]).

Let k be an algebraically closed field of characteristic zero, which, for simplicity,
will be assumed to admit an embedding into C. Let X be a proper and smooth
scheme over k. Let Af = (

∏
� Z�) ⊗ Q be the ring of finite adeles of Q. One can

make a single package of de Rham cohomology and all �-adic cohomology groups
of X, in the following way. For m, r in Z, let

Hm
A (X)(r) := Hm

dR(X/k)(r)×Hm(X)(r), (47)

where Hm(X)(r) := (
∏

� H
m(X,Z�(r))) ⊗ Q (restricted product of the

Hm(X,Q�(r)) relative to the Z�(r)), and Hm
dR(X/k)(r) is Hm

dR(X/k) :=
Hm(X,Ω•

X/k), with Hodge filtration F i(Hm
dR(X/k)(r)) := F i+rHm

dR(X/k). This

is a (finitely generated and free) k × Af -module. Let σ : k ↪→ C be an embedding
and σX := X ⊗(k,σ ) C. We have a comparison isomorphism

σ ∗ : (Hm
dR(X/k)(r)⊗(k,σ ) C)×Hm(X)(r)

∼→ Hm
B (σX)(r)⊗ (C × Af ), (48)

where, for a proper smooth scheme Y/C, Hm
B (Y )(r) := Hm(Y an,Q(r)). Deligne

makes the following definitions.
Let n ∈ Z. An element t = (tdR, tet ) ∈ H 2n

A (X)(n) is called a Hodge cycle
relative to σ if its first component tdR ∈ H 2n

dR(X)(n) lies in F 0H 2n
dR(X)(n) =

FnH 2n
dR(X/k), and the image of t by σ ∗ lies in H 2n

B (σX)(n) (diagonally embedded
in H 2n

B (σX)(n) ⊗ (C × Af )); for k = C and σ = Id , it means that t is the image
of a rational Hodge cycle (cf. (46)).

One says that t is an absolute Hodge cycle if t is a Hodge cycle relative to any
embedding σ : k ↪→ C. There is an obvious generalization of these definitions
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to elements of Tate twisted tensor products of tensor powers of H
mα

A (Xα) and
H

nα
A (Xα)

∨ for (Xα) a family of smooth projective schemes over k, and in particular
for cohomological correspondences.

A codimension n cycle Z in X has a class cl(Z) in H 2n
A (X)(n) which is an

absolute Hodge cycle. But there are other easy examples, such as the Künneth
components of the cohomology class of the diagonal in X × X (though it is
one the standard conjectures that they are algebraic, see Sect. 5.2). A beautiful
example, which may have been the source of Deligne’s inspiration, is Deligne’s
cohomological correspondence between a K3 surface and its associated Kuga–
Satake variety (see Sect. 5.3).

The main result is the following theorem ([D47, 1981], 3, T. 1), ([D52, 1982], I
2.11)):

Theorem 17 Let k be an algebraically closed field embeddable in C, and let X/k

be an abelian variety. If t ∈ H 2n
A (X)(n) is a Hodge cycle relative to one embedding

σ : k ↪→ C, then t is an absolute Hodge cycle.

The idea of the proof is to reduce, by a deformation argument, to a case where
Hodge cycles can be proved to be absolutely Hodge, namely when X is of CM-type.
In order to do so, Deligne applies two key results, which he calls principles A and B.

Principle A is a statement of Tannakian nature. It says that if we are given a finite
family (ti) of (possibly Tate twisted) Q-valued Betti cohomology classes (over C)
which are absolute Hodge cycles, then any Betti cohomology class fixed by the
Mumford–Tate (Tannakian) group defined by the (ti )’s is again an absolute Hodge
cycle (see ([D52, 1982], 3.8) for a precise statement).

Principle B is a deformation statement. It says that, given f : X → S proper
and smooth, with S connected and smooth over C, a horizontal global section
t of R2pf∗Ω•

X/S × (R2pf∗Ẑ(p) ⊗ Q) which is horizontal for the Gauss–Manin

connection and whose de Rham cohomology component lies in F 0, then, if at one
closed point s of S, ts is an absolute Hodge cycle, then, for all s′, ts ′ is an absolute
Hodge cycle ([D52, 1982], 2.12).

The proof of these principles is not difficult. The main bulk of the proof of
Theorem 17 consists in: (a) proving that it holds for abelian varieties of CM type (b)
constructing a deformation space S having the following property: the given (A, t0)

is the fiber at one point s of a pair of an abelian scheme X/S and a horizontal
class t as in principle B, such that there exists a point s1 at which Xs1 is of CM
type. The space S is a certain Shimura variety. A slightly different approach, with
simplifications due to André and Voisin, is given in Charles-Schnell’s notes [53].

For k = C, Deligne makes the following conjecture (weaker than the Hodge
conjecture)15 ([D43, 1979], 0.10):

Conjecture 3 Every Hodge cycle is absolute Hodge.

This conjecture is still wide open today. See [53] for a recent discussion.

15He calls it “hope”.
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4.5 Deligne Cohomology

In the early 1970s, in an unpublished work, Deligne introduced certain variants of
the de Rham complex of a complex manifold, which turned out to play an important
role in various questions pertaining to mixed Hodge theory and the arithmetic of
L-functions.

Let X be a complex manifold, A a subring of C as in Sect. 4.2 “Homological
Algebra Infrastructure”, and n ∈ Z. Deligne defined the complex

AX(n)D = (0 → AX(n) → OX → Ω1
X → · · · → Ωn−1

X → 0) (49)

(where A(n) := (2πiZ)⊗n ⊗ A). There is a natural quasi-isomorphism

Cone(AX(n)⊕Ω
≥n
X

(1,−1)→ Ω•
X)[−1] → AX(n)D , (50)

in other words, AX(n)D can be thought of as a derived category kernel of the above
map (1,−1).

Let now X be a projective and smooth scheme over C. Let us write AX(n)D for
AXan(n)D . Deligne considered the cohomology groups

Hi(X,AX(n)D ) (51)

(calculated for the classical topology on Xan). They are now called Deligne (or
Deligne–Beilinson) (or sometimes, absolute Hodge) cohomology groups. They
contain deep information, as examplified below.

Link with the Hodge Conjecture and Intermediate Jacobians

The long exact sequences deduced from (50) yield in particular short exact
sequences

0 → Jn(X)0 → Jn(X) → H 2n(X,Z(n)) ∩Hn,n → 0, (52)

where H 2n(X,Z(n))∩Hn,n denotes, with an abuse of notation, the group of integral
Hodge classes of degree 2n which modulo torsion are of type (n, n) (cf. Sect. 4.4),
Jn(X) := H 2n(X,ZX(n)D ), and

Jn(X)0 = H 2n−1(X,C)/(α(H 2n−1(X,Z(n)))+ FnH 2n−1(X,C)) (53)

is the Griffiths intermediate Jacobian (α denoting the map induced by the inclusion
Z(n) ↪→ C). For n = 1, J1(X) = Pic(X). Let Zn(X) denote the group of
codimension n cycles on X. Deligne constructed (see, e.g., ([256], 12.3.3)) a
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morphism (the Deligne cycle class)

cD : Zn(X) → Jn(X), (54)

lifting the classical morphism c : Zn(X) → H 2n(X,Z(n))∩Hn,n. It factors through
the Chow group CHn(X), and, on the subgroup CHn(X)hom of cycles homologically
equivalent to zero, induces the Griffiths Abel–Jacobi map

CHn(X)hom → Jn(X)0.

The morphism cD is compatible with the intersection product on Chow groups, and
on a product on Deligne cohomology deduced from a certain associative pairing
AX(m)D ⊗ AX(n)D → AX(m + n)D . While the image of c ⊗ Q is expected to
be the whole group of rational Hodge classes (Hodge conjecture), there is as yet
no conjecture predicting which subgroup of Jn(X) is the image of cD (see [D104,
2006] for a brief discussion).

Link with the Tame Symbol

Let X be a complex analytic manifold. The product ZX(1)D ⊗ZX(1)D → ZX(2)D
can be rewritten as a morphism in D(X,Z)

O∗
X ⊗L

Z O∗
X → [O∗

X

dlog→ Ω1
X](1), (55)

where the complex in the right hand side is placed in degrees (−1, 0). This
morphism, and its generalization with O∗ replaced by a commutative complex
analytic group G, plays a central role in [D73,1991]. For G = O∗ and X of
dimension 1 (a Riemann surface), the right hand side is quasi-isomorphic to C∗[1].
If f : Z → O∗, g : Z → O∗ are invertible holomorphic functions on an open
subset U of X, then the composition of f ⊗L g → O∗ ⊗L O∗ with (55) gives an
element of H 1(U,C∗), i.e., the class of a C∗-torsor (f, g) on U . Deligne shows
that, for U = X − {x}, x a point on X, if f and g are meromorphic at x, the
image in C∗ by the residue map H 1(X − {x},C∗) → C∗ is the tame symbol
〈f, g〉x = (−1)v(f )v(g)(gv(f )/f v(g) with v the valuation at x (cf. (11)). The fact
that (55) (and its generalization mentioned above) come from an actual pairing of
complexes enables to define torsors, not just isomorphism classes of them. Classical
formulas on symbols then translate into new phenomena, that Deligne studies in
detail.
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Link with Mixed Hodge Structures and Regulators

Beilinson showed [21] that the Hodge complex (RΓ (X,Z), (RΓ (X,Z) ⊗ C, F ))

(of weight zero) constructed by Deligne (cf. Theorem 11) underlies a finer object,
namely an objectRΓ (X,Z) of a certain derived categoryDb

H p of polarizable mixed
Hodge complexes, which he proved to be equivalent (via a realization functor, see
Sect. 5.8 “t-Structures”) to Db(MHS), where MHS denotes the (abelian) category of
polarizable mixed Hodge structures on Spec(C). The same holds with Z replaced by
A(n) (and MHS by the category MHSA of polarizable mixed A-Hodge structures),
and the miracle (loc. cit.) is that one can re-write Deligne cohomology groups as

Hi(X,AX(n)D ) = Homi
Db(MHS)(A,RΓ (X,A(n))). (56)

(then (52) comes from a Leray spectral sequence, as MHS has cohomological
dimension 1). More generally, Beilinson defined RΓ (X,A(n)) in Db(MHSA)

assuming only X/C separated and of finite type, using simplicial techniques à la
Hodge III (Sect. 4.2 “Mixed Hodge Theory”), thus obtaining a definition of Deligne
cohomology by (56), as well as another construction of the Deligne cohomology
class (54). An alternate approach today is to consider the constant sheaf A(n)X
on X as an object of M. Saito’s category Db(MHMA(X)) (the bounded derived
category of mixed A-Hodge modules on X), apply Ra∗ (a : X → Spec(C)) and use
the equivalence between Db(MHMA(Spec(C)) and Db(MHSA).

Let now X be a projective and smooth scheme over Q, and XC = X ⊗ C.
The description (56) of Deligne cohomology as an extension group fits with
the conjectural description of the so-called motivic cohomology Hi

M (X,Z(n)) as
an extension group Homi

Db(MM )
(Z, Ra∗Z(n)X) in a derived category of mixed

motives over Q, as suggested by Deligne in his letter to Soulé ([76], A. Motifs). In
any case, Deligne’s real cohomology groups of XC appear as targets for Beilinson’s
regulator maps (see [241], 3.3) for precise statements.

4.6 Liftings mod p2 and Hodge Degeneration

In [D65, 1987] an elementary algebraic proof of the Hodge degeneration and
Kodaira–Akizuki–Nakano vanishing theorems is given. By a usual spreading out
argument, these theorems are deduced from a decomposition theorem in positive
characteristic. Before stating it, recall that, if k is a field of characteristic p > 0,
X/k a smooth scheme, F : X → X′ the relative Frobenius, where X′ is deduced
from X by base change by the Frobenius endomorphism of k, we have the Cartier
isomorphism

C−1 : ⊕Ωi
X′

∼→ ⊕H i (F∗Ω•
X), (57)
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which is OX′ -linear, graded, multiplicative, coincides with the natural inclusion in
degree zero, and sends a 1-form dx to the class of xp−1dx in H 1. The main result
of loc. cit. is the following:

Theorem 18 Assume k perfect. Let W(k) be the ring of Witt vectors on k, Wn(k) =
W(k)/pnW(k), and let X/k be a smooth scheme. With the above notation, with any
smooth lifting of X to W2(k) there is associated an isomorphism

⊕i<p Ωi
X′

∼→ τ<pF∗Ω•
X (58)

in Db(X′,OX′), inducing C−1 in each degree i (where τ<p = τ≤p−1 is the
canonical truncation).

In particular, if X is of dimension < p, (58) is a decomposition of the de Rham
complex F∗Ω•

X (in the sense of Sect. 1.2 “Degeneration and Decomposition in the
Derived Category”). It is shown in loc. cit. that such a decomposition still holds if
X is of dimension p, provided that X is furthermore assumed to be proper. Whether
this extends to dimension > p is still an open question in general.

The proof relies on the following simple observation, due to Mazur: if F : X →
X′ lifts to F̃ : X̃ → X̃′ (such a lifting exists only locally), then C−1 lifts to a
morphism ϕF̃ : Ωi

X′ → ZiF∗Ω•
X (whereZi = Ker(d)), which is multiplicative, and

sends the image in Ω1
X′ of a 1-form ω on X to 1

p
F̃ ∗ω̃, where F̃ ∗ : Ω1

X̃′ → pF̃∗Ω1
X̃

is the morphism induced by F̃ , and ω̃ lifts ω.
For X proper and smooth of dimension ≤ p, and liftable to W2(k), the degen-

eration at E1 of the Hodge to de Rham spectral sequence E
ij
1 = Hj(X,Ωi

X/k) ⇒
Hi+j (X,Ω•

X/k) follows from the decomposability of F∗Ω•
X/k by a simple dimen-

sion count. A more subtle argument (due to Raynaud) is needed for the Kodaira-
Akizuki-Nakano vanishing theorem under the same assumptions.

Several variants and generalizations (general bases, log poles) are discussed in
loc. cit. In the recent years the method has been often imitated. See for example
[207] for a “mod p2” proof of an analytic theorem of Barranikov and Kontsevich
(and [91] for generalizations).

4.7 The Hodge Locus

Let f : X → S be a projective and smooth morphism, with S separated and of finite
type over C. Let s ∈ S(C), p ∈ Z, and u ∈ H 2p(Xs,Z) ∩ Hp,p a Hodge class.
The locus Tu where, in a simply connected neighbourhoodU of s in San, u remains
of type (p, p) (as a constant section of the local system R2pf∗Z trivialized on U )
is a closed analytic subspace of U . It had been observed long ago (probably in the
1960s) that the Hodge conjecture implies that the germ of Tu at s is algebraic. In
[D80, 1995], Deligne, Cattani and Kaplan prove this consequence unconditionally.
In fact, they prove a stronger result, for polarized variations of Hodge structures:
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Theorem 19 Assume S/C smooth. Let (VZ,V = VZ ⊗ OSan , F •,∇,Q) be a
polarized variation of Hodge structures on S of weight 0. Fix an integer K ≥ 0.
Let

S(K) := {(s ∈ S, u ∈ Vs )|u ∈ (VZ)s ∩ F 0Vs,Q(u, u) ≤ K}. (59)

Then S(K) is finite over S (hence algebraic).

This implies algebraicity of the components of the so-called Hodge locus:

Theorem 20 Assume S/C smooth, quasi-projective. The components of the ana-
lytic subset (the Hodge locus)

R2pf∗Z ∩ FpH
2p

dR (Xan/San) (60)

of the (analytic) fibre bundle H
2p

dR (Xan/San) = R2pf∗Z ⊗ Oan
S are finite covers of

algebraic subsets of S.

The core of the proof of Theorem 19 is a delicate extension theorem for integral
Hodge classes in a polarized variation of Hodge structures over a product of
punctured discs, making heavy use of Schmid’s nilpotent orbit and SL(2) orbit
theorem.

These results are so far the strongest evidence towards the Hodge conjecture. See
[50, 257] for comments and complements.

5 The Weil Conjectures

Deligne’s contribution to the proof of the Weil conjectures is his most famous
achievement. It broke down what seemed to be an impassable barrier. With the
refinements, generalizations, and applications he derived, it changed the face of
arithmetic geometry.

In this section, all schemes are assumed to be noetherian and separated unless
otherwise stated.

5.1 The Zeta Function of a Variety Over a Finite Field

Basic Definitions

We fix a prime number p and denote by F an algebraic closure of Fp. If q is a
power of p, we denote by Fq the subfield of F with q elements. Following Deligne’s
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conventions in [Weil I] and [Weil II],16 when q is fixed, we denote by a subscript 0
objects over Fq , and remove it to denote the object deduced by base change to F.

Let q be a power of p, and let X0 be a scheme of finite type over Fq . Let me
recall the definition of the zeta function of X0, see, e.g., ([Weil I], 1). This is the
formal series

Z(X0/Fq, t) :=
∏

x∈|X0|
(1 − tdeg(x))−1, (61)

where |T | denotes the set of closed points of a scheme T , and, for x ∈ |X0|,
deg(x) := [k(x) : Fq ]. We omit /Fq when no confusion can arise. The Galois group
Gal(F/Fq) is topologically generated by the Frobenius substitution σ , σ(a) = aq .
It acts on the set X0(F) of points of X0 with value in F (which is also the set of
closed (or rational) points of X = X0 ⊗Fq F). This action of σ on X0(F) is the same
as that induced by the Fq -endomorphismF of X0 (identity on the underlying space,
and raising to the q-th power on OX). Closed points of degree d of X0 correspond
bijectively to orbits of F on X0(F) = |X| of cardinality d . More generally, X0(Fqn)

is the set |X|Fn
of fixed points of |X| under Fn:

X0(Fqn) = |X|Fn

. (62)

In particular, #X(Fqn) = ∑
x∈|X0|,deg(x)|n deg(x), which implies that Z(X0, t) can

be re-written

Z(X0, t) = exp(
∑

n≥1

#X0(Fqn)
tn

n
). (63)

Statement of the Weil Conjectures

In [260] Weil made the following celebrated conjectures. Suppose that X0 is
projective, smooth, of dimension d . Then:

(a) (rationality) Z(X0, t) belongs to Q(t);
(b) (functional equation) Z(X0, t) satisfies an equation of the form

Z(X0, t) = ±q−d
χ(X)

2 t−χ(X)Z(X0,
1

qdt
), (64)

where χ(X) is the Euler–Poincaré characteristic of X, defined as the self-
intersection number of X in X ×F X;

16[Weil I] = [D27, 1974], [Weil II] = [D46, 1980].
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(c) (product decomposition and weights)

Z(X0, t) = P1(t) · · ·P2d−1(t)

P0(t) · · ·P2d (t)
, (65)

with Pi(t) a polynomial with coefficients in Z, of the form

Pi(t) =
∏

1≤j≤bi

(1 − αij t), (66)

where the αij ’s are algebraic integers, all of whose conjugates are of absolute
value qi/2, i.e., are q-Weil integers of weight i.17 Moreover, for X geometrically
connected, P0(t) = 1 − t , P2d (t) = 1 − qdt .

Statement (c) was traditionally called the Riemann hypothesis for varieties over
finite fields. Weil proved (a), (b), (c) for curves and abelian varieties [258, 259].

The polynomials Pi , and in particular their degrees bi , are uniquely determined
by X0. In particular, (65) implies χ(X) = ∑

(−1)ibi . In [260] Weil observed this
analogy of bi = bi(X) with a Betti number and conjectured that, for a projective
smooth variety X over a number field K , given an embedding of K into C, for
each i, the topological Betti number bi(X ⊗K C) := dimHi(X ⊗K C,Q) should
be equal to the numbers bi corresponding to the reductions of X at places of
good reduction. Elaborating on this, in [261] Weil conjectured the existence of a
cohomology theory with coefficients in a field Q of characteristic zero, functorially
assigning to every projective, smooth variety Y over an algebraically closed field k a
finite dimensionalQ-algebraH ∗(Y ) = ⊕Hi(Y ), satisfying a Künneth isomorphism
and Poincaré duality, and such that for k = F and Y = X = X0 ⊗ F as above, the
cardinality of X0(Fqn) = |X|Fn

could be calculated by a Lefschetz fixed point trace
formula

#X0(Fqn) =
∑

(−1)iTr(F n∗,H i(X)). (67)

Furthermore, the alternating sum of the dimensions of Hi(Y ) should equal χ(Y ),
and, for k = C, these dimensions should coincide with the topological Betti
numbers of Y (C). By (63) the fixed point formula (67) would yield a product
decomposition for Z(X0, t) of the form

Z(X0, t) =
∏

0≤i≤2d

det(1 − F ∗t, H i(X))(−1)i+1
, (68)

17For w ∈ Z, a q-Weil number (resp. q-Weil integer) of weight w is an algebraic number (resp.
algebraic integer) all of whose conjugates are of absolute value qw/2.
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which would imply (a), and (b) by Poincaré duality, α �→ qd/α giving a bijection
from the set of reciprocal roots of det(1−F ∗t, H i(X)), i.e., the eigenvalues ofF ∗ on
Hi(X), to that of det(1 − F ∗t, H 2d−i(X)). However, (68) would not a priori solve
(c), as there would remain to prove that the polynomial det(1− F ∗t, H i(X))(−1)i+1

has coefficients in Q and its inverse roots would be q-Weil integers of weight i. Note
that Serre observed that such a cohomology theory could not have coefficients in Q.
More precisely, he showed that, given an algebraically closed field k of positive
characteristic, there could not exist a contravariant functor H 1 on the category of
smooth projective schemes over k with value in finite dimensional vector spaces
over a subfield Q of R, compatible with products, and such that H 1(E) be of
dimension 2 for E an elliptic curve over K (see ([4], IX, Introduction)).

Grothendieck’s Trace Formula

As the search for a “Weil cohomology” was actively pursued, Dwork’s proof [86]
of the rationality of Z(X, t) for any X of finite type over k, using methods of
p-adic analysis and no cohomology theory, came as a big surprise. However, it
gave no insight into (c), nor even into (b). A few years later, the formalism of
étale cohomology constructed by Artin, Grothendieck, and Verdier provided Weil
cohomologies, namely the �-adic cohomologies, one for each prime number �

invertible on the schemes under consideration. Through the use of constructible
coefficients and derived categories this formalism displayed a power and flexibility
that had not been dreamed of by Weil. Concerning torsion coefficients, I recalled
the main points in Sect. 1.4 “Global Duality”. The case of �-adic coefficients
raised new questions, which were fully solved only much later (see the end of
Sect. 1.4 “Finiteness”). But the results in SGA 4 [4] and SGA 5 [5] sufficed
to establish (a), (b), and a decomposition of the form (67): finiteness of Q�-
cohohomology with compact support of schemes separated and of finite type over
an algebraically closed field was known, and for such an X0/Fq (and � �= p), with
the notation of (62), Grothendieck had proved the trace formula

#X0(Fqn) =
∑

(−1)iTr(F n∗,H i
c (X,Q�)), (69)

giving a decomposition

Z(X0, t) =
∏

0≤i≤2d

det(1 − F ∗t, H i
c(X,Q�))

(−1)i+1
, (70)

for dimX0 = d , in particular recovering Dwork’s theorem. Moreover, Poincaré
duality had been established, thus giving a functional equation (64) for X0/Fq

proper and smooth. In fact, Grothendieck proved a much more general formula
than (69), with Q� replaced by any (constructible) Q�-sheaf F0, namely, if F is the
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inverse image of F0 on X,

∑

x∈X0(Fqn )

Tr(F ∗n,Fx) =
∑

i

(−1)iTr(F ∗n,H i
c (X,F )), (71)

which implies

L(X0,F0, t) =
∏

0≤i≤2d

det(1 − F ∗t, H i
c (X,F ))(−1)i+1

. (72)

Here the L function on the left hand side (sometimes denoted Z(X0,F0, t)) is
defined by

L(X0,F0, t) :=
∏

x∈|X0|
det(1 − Fxt

deg(x),F0)
−1, (73)

with the notation

det(1 − Fxt
deg(x),F0) := det(1 − Fxt

deg(x),Fx), (74)

where x ∈ |X| denotes a geometric point over x and Fx the endomorphism of the
stalk Fx induced by F ∗deg(x) (which leaves x fixed) (the right hand side does not
depend on the choice of x). ForF0 the constant sheaf Q�, L(X0,F0, t) = Z(X0, t).
Formula (72) for X0 a curve was to be a basic tool in Deligne’s proof of the Weil
conjectures.

5.2 A False Good Plan: Grothendieck’s Standard Conjectures

At this point, what remained to be proved of (c) was the following statements (for
X0/Fq projective, smooth, � �= p and all i):

(I) Integrality and independence of �: The polynomial

Pi,�(t) := det(1 − F ∗t, H i(X,Q�)) ∈ Q�[t]

has coefficients in Z and is independent of �.
(W) Weights of Frobenius: The eigenvalues of F ∗ on Hi(X,Q�) are q-Weil

numbers of weight i.

Actually, in view of (70), (W) implies (I) by a lemma of Fatou ([Weil I], 1.7).
Inspired by Serre’s proof of analogues of the Weil conjectures for Kähler varieties

([236], ([240], 45)), Grothendieck [109] made certain conjectures on algebraic
cycles, which he called standard conjectures, and thanks to which Serre’s arguments
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could be transposed into the context of varieties over finite fields, thus yielding a
proof of (I) and (W). The conjectures were the following ([109], see also Kleiman’s
exposition [152, 153]).

Let k be an algebraically closed field of characteristic p ≥ 0 and � a prime
number �= p. Let X be a projective, smooth, irreducible scheme over k, purely of
dimension d , L ∈ H 2(X,Q�(1)) the class of an ample line bundle on X. Then:

(i) Hard Lefschetz: For i ≤ d the cup-product map

· Ld−i : Hi(X,Q�) → H 2d−i(X,Q�(d − i)) (75)

is an isomorphism.
(ii) Algebraicity of Λ: Fix an isomorphism Q� 	 Q�(1). Assume that (i) holds.

Let Λ : Hi(X,Q�) → Hi−2(X,Q�) be the operator defined by the following
commutative square (where the rows are isomorphisms)

Hi(X,Q )
Ld−i

Λ

H 2d−i(X,Q )

L

H i−2(X,Q )
Ld−i+2

H 2d−i+2(X,Q )

for 0 ≤ i ≤ d (and the similar diagram for Λ : H 2d−i+2(X,Q�) →
H 2d−i(X,Q�), with vertical arrows interchanged). Then there exists an alge-
braic cycle λ ∈ CHd−1(X × X) ⊗ Q, independent of �, such that, for all
a ∈ H ∗(X,Q�), one has

Λa = pr2∗(pr∗1a.[λ]),

where [λ] ∈ H 2d−2(X × X,Q�) is the cohomology class of λ, and pr2∗ :
H ∗(X ×X,Q�) → H ∗−2d(X ×X,Q�) is the Gysin homomorphism.

(iii) Hodge positivity: Assume (i) holds. For j ≤ d , let

Pj (X,Q�) := Ker(Ld−j+1 : Hj(X,Q�) → H 2d−j+2(X,Q�))

be the primitive part of Hj(X,Q�), and let Ai(X) denote the Q-vector
subspace of H 2i(X,Q�) generated by the cohomology classes of elements of
the Chow group CHi(X). Then, for i ≤ d/2, the Q-valued symmetric bilinear
form on Ai(X) ∩ P 2i (X,Q�),

(x, y) �→ (−1)iTr(Ld−2ix · y),

where Tr : H 2d(X,Q�) → Q� is the trace map, is positive definite.
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Elementary arguments show that (i) and (ii) imply the integrality and indepen-
dence conjecture (I) above. On the other hand, arguments similar to those of Serre
[236] show that the validity for all X of (i), (ii) and (iii) together implies the
weight conjecture (W) (for all X). In addition, (i), (ii), (iii) imply the coincidence
of homological and numerical equivalence for algebraic cycles, another famous
conjecture. See [109] (and [152, 153] for more details).

Establishing the standard conjectures seemed to be a royal path towards (I)
and (W). As they would yield much more, being the foundation of his theory of
motives, Grothendieck in [109] considered their proof as “the most urgent task in
algebraic geometry”. Unfortunately, (ii) and (iii) proved to be intractable, and they
are in fact still widely open today. For comments on the difficulty of constructing
interesting algebraic cycles, see [D76, 1994]. Ignoring the conventional wisdom
of the time, Deligne proved conjectures (I) and (W) by a totally different method,
and, eventually, deduced from their proof the hard Lefschetz conjecture (i) (see
Theorem 29). But he first established special cases, exploiting the motivic interplay
between �-adic cohomology of varieties over finite fields and Hodge theory when
working over schemes of finite type over Z. Though these special cases were of no
utility for the general one, the methods he developed there had a lasting impact.

5.3 Partial Results Using Hodge Theory

With the notation of Sect. 5.2, assume that dimX0 = 2. Then, thanks to (68), (I)
holds, as it holds for i = 1 or 3 as a corollary of the case of abelian varieties, and for
the same reason, (W) holds for i �= 2. It thus remains to show that the eigenvalues
of F ∗ on H 2(X,Q�) have all their complex conjugates of absolute value q .

K3 Surfaces

In [D20, 1972], Deligne proves this, i.e., (W) for i = 2, for X0 a liftable K3
surface. Actually, as we have seen in Sect. 3.3 “Liftings of K3 Surfaces, Canonical
Coordinates”, Deligne later showed that this hypothesis of liftability is always
satisfied [D49, 1981]. His proof is inspired by Grothendieck’s philosophy of
motives, which suggests a comparison between H 2(X) and End(H 1(A)) for a
certain abelian variety A, via a construction due to Kuga–Satake over C [158].
More precisely, Deligne shows that, up to enlarging the finite field Fq , there exist
a complete discrete valuation ring V of mixed characteristic, with residue field Fq ,
and fraction field K , an abelian scheme A over V , with complex multiplication by
the even part C = C+(LZ) of the Clifford algebra of the underlying lattice of a
certain polarized Hodge structure of weight zero, type ((−1, 1), (0, 0), (1, −1)), and
rank 21, and a Gal(F/Fq)-equivariant isomorphism

C+(P 2(X,Z�)(1), ψ)
∼→ EndC(H 1(A,Z�)), (76)
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where A = AF, ψ is the symmetric bilinear form on H 2(X,Z�(1)) defined by
the cup-product, and P 2 denotes the primitive part, i.e., the orthogonal of the class
ξ ∈ H 2(X,Z�(1)) of an ample line bundle on X. By Weil, the eigenvalues of F on
the right hand side of (76) are q-Weil numbers of weight zero, hence also those of
F on Λ2(P 2(1)) ⊂ C+(P 2(1)), and finally, also those of F on P 2(1) as dimP 2 =
21 > 2, which proves (W) (as F ∗ξ = ξ ).

A key ingredient for (76) is Kuga–Satake’s construction of an abelian variety
B associated with a (polarized) K3 Y over C. For such a Y , the primitive part
PZ = P 2(Y,Z(1)) underlies a polarized Hodge structure of weight zero and type ((-
1,1),(0,0),(1,-1)), with h−1,1 = 1 and h0,0 = 19. The action of the Deligne torus S
on PR (giving the Hodge decomposition of PC) lifts to the group CSpin(PR) acting
by left translations on the even part CR = C+(PR) of the Clifford algebra C(PR).
The corresponding (real) Hodge structure on CR is purely of type ((0,1),(1,0)) and
polarizable. Together with the lattice CZ = C+(PZ), it defines an abelian variety B

(see Sect. 4.2 “1-Motives”), such that

CZ = H 1(B,Z).

The abelian variety B has complex multiplication by CZ, and (tautologically) left
multiplication defines an isomorphism of algebras

u : CZ
∼→ EndCZ(H

1(B,Z))

(where H 1(B,Z) is considered as a right CZ-module), equivariant under the action
of CSpin, acting by conjugation on the left hand side and left multiplication on H 1.
Lifting X0/Fq to Y/C (via some embedding of K into C) yields such a pair (B, u),
but it’s unclear whether B would descend to a finite extension of K (with good
reduction over V ), and u ⊗ Z� to an isomorphism of type (76). This is nonetheless
the case. To show it Deligne constructs—via an algebraicity theorem of Borel
(complementing the Baily–Borel theorem on quotients of hermitian symmetric
domains by torsion free arithmetic subgroups)—a variant (and refinement) of u

with parameters, as an isomorphism of families of polarized Hodge structures over
a formal moduli space of K3’s. As mentioned in Sect. 3.3 “Liftings of K3 Surfaces,
Canonical Coordinates”, his construction has been extensively used since then in all
questions pertaining to the Tate conjecture for K3 surfaces. The “motivic injection”
H 2(X) ↪→ H 1(A)⊗H 1(A) cryptically mentioned by Deligne in 1.3 of [D20, 1972]
can be realized by an absolute Hodge cycle (Sect. 4.4), cf. [53].

Complete Intersections of Hodge Level ≤ 1

At the same time, Deligne used a similar argument in [D21, 1972] to prove (W) for
complete intersections X0/Fq of odd dimension n = 2m + 1, and of Hodge level
≤ 1, i.e., such that Hj(X0,Ω

i
X0/Fq

) = 0 for i + j = n and |j − i| > 1. Here the
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Kuga–Satake variety is replaced by the intermediate Jacobian

J (Y ) = Hn(Y,Z)\Hn(Y,C)/Hm+1,m(Y )

(for Y a complete intersection of dimension n and level ≤ 1 over C).

5.4 Integrality and Independence of �

Despite their ingenuity and their beauty, the above results offered no clue towards
the general case of (Sect. 5.2, (W)). Meanwhile, Deligne made progress on two
related issues: integrality of eigenvalues of Frobenius, and rationality and indepen-
dence of �, i.e., (Sect. 5.2, (I)).

Integrality

In ([D19, 1972], XXI, Appendice) Deligne proved a weaker result than (Sect. 5.2,
(I)), namely that the reciprocal zeroes of Pi,�(t), which a priori are only �-adic units,
are algebraic integers. But he did it in greater generality, for coefficients, and with
q-divisibility refinements. More precisely, he proved the following theorem:

Theorem 21 Let X0/Fq be separated and of finite type, of dimension ≤ n, and let
F0 be a (constructible) Q�-sheaf on X0. Assume that, for any closed point x0 of
X0, the eigenvalues of Fx0 on Fx (with the notation of (73)) are algebraic integers.
Then, for all i, the eigenvalues of F on Hi

c (X,F ) are algebraic integers, and for
i ≥ n, they are divisible by qi−n.

The proof proceeds by dévissage and fibration into curves. Assuming resolution
of singularities, Deligne also shows that the eigenvalues of F on Hi(X,F ) are
algebraic integers (and even proves a relative variant of this for f0 : X0 → Y0 and
Rf0∗). The restrictive hypothesis could later be lifted, using de Jong’s alterations.
Further results, pertaining to the number of rational points over finite fields, or
variants of the integrality theorem over local fields were obtained in the 2000s by
Esnault, Deligne–Esnault [D103, 2006], Esnault–Katz (see [127] for a survey) and
Zheng [264].

Independence of �

Shortly afterwards Deligne made a breakthrough on (Sect. 5.2, (I)). Namely, he
proved it assuming p > 2 and that X0/Fq lifts to a projective scheme in
characteristic zero. Deligne did not write up his theorem, but it was the subject of
an exposé by Verdier at the 1972–1973 Bourbaki seminar [253]. Though the result
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itself couln’t be of any help for the general case of (I) (not to speak of (W)), its proof
already contained some of the key ingredients that Deligne was to use in [Weil I].

The strategy, which will be that of [Weil I], is to proceed by induction on the
dimension of X0, using the monodromy of Lefschetz pencils. Assume that (I) has
been shown in dimension ≤ n, and let X0/Fq be of pure dimension n + 1. After a
possible finite extension of Fq , let X0 ↪→ P0 = PN

Fq
be a closed embedding, and

let (X0)t = X0 ∩ (H0)t )t∈D0 (D0 a line in P∨
0 ) be a Lefschetz pencil of hyperplane

sections of X0. Recall that this means the following. Let Δ0 = (D0)
∨ ⊂ P0 be the

axis of the pencil. ThenΔ0 is transverse to X0, and if X̃0 is the blow-up of X0∩Δ0 in
X0, and f0 : X̃0 → D0 the canonical projection, induced by pr2 : X0 × P∨

0 → P∨
0 ,

with fiber (X0)t at t ∈ D0, then there exists a finite closed subscheme S0 of D0 such
that f |U0 := D0 − S0 is smooth, and the geometric fibers of f0 above points of S0
have one single singular point, which is ordinary quadratic.

By the weak Lefschetz theorem, for any geometric point t in U above a closed
point t ∈ U0, the restriction map

Hi(X,Q�) → Hi(Xt ,Q�) (77)

is an isomorphism for i < n and injective for i = n. The induction assumption,
combined with Poincaré duality, thus reduces to proving (I) for i = n (or, because
of Theorem 21, that det(1 − FT,Hn(X,Q�)) is in Q[T ] and independent of �).
Moreover, the above injection for i = n shows that, for all such point t above t , and
Ft as in (73),

(*) det(1 − F deg(t)T ,Hn(X,Q�)) divides det(1 − FtT ,H
n(Xt ,Q�)).

Let G be the set of polynomials g(T ) = ∏
(1 − αT ), where α are �-adic

units, such that, for all closed point t of U0,
∏
(1 − αdeg(t)T ) divides det(1 −

FtT ,H
n(Xt ,Q�)). By (*), det(1 − FT,Hn(X,Q�)) belongs to G . Belonging to

G does not imply any rationality or independence of � condition. However, since
det(1 − FtT ,H

n(Xt ,Q�)) is in Z[T ] and independent of �, so is the lcm G of the
polynomials g in G , as the family of such g is defined over Q, i.e., if g is in G and
σ is an automorphism of Q�, then gσ is in G . Let’s call G the Deligne gcd of the
polynomials det(1 − FtT ,H

n(Xt ,Q�)). By definition, det(1 − FT,Hn(Xk,Q�))

dividesG. The miraculous property, that Deligne proved in [253], is that if the given
Lefschetz pencil has sufficiently big monodromy, then in fact,

det(1 − FT,Hn(X,Q�)) = G. (78)

Here it is assumed that p > 2 and that X0 lifts in characteristic zero as a smooth
projective scheme. In ([Weil II], 4.5) Deligne proved the same result without
these restrictions, and in a slightly stronger form (Sect. 5.6 “First Applications”,
Theorem 31).

Let me say a few words about the proof of this gcd theorem, under the
assumptions made at the beginning of Sect. 5.4 “Independence of �”. For a fixed
geometric point u in U above u, the choice of paths from u to geometric points
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s above closed points s ∈ S0 defines a finite family of vanishing cycles (δs ∈
Hn(Xt ,Q�)(m)), for n = 2m or 2m + 1, all conjugate up to sign18 under the
geometric fundamental group π

geom
1 (U0) := π1(U, u). Let

E ⊂ Hn(Xu,Q�) (79)

be the Q�-linear subspace generated by the λδs for λ ∈ Q�(−m). This subspace
is called the vanishing subspace of Hn(Xu,Q�). It is stable under the action of
π

geom
1 (U0), and is an absolutely irreducible representation of it. Let’s write Hn for

Hn(Xu,Q�). Cup-product defines a non-degenerate bilinear form

〈x, y〉 := Tr(xy) : Hn ⊗Hn → Q�(−n), (80)

symmetric for n even, alternating for n odd, compatible with the action of πgeom
1 (U0)

(and even that of π1(U0, u)). The Picard–Lefschetz formula implies that

E⊥ = (Hn)π
geom
1 (U0). (81)

This doesn’t use the lifting assumption on X0. This assumption, however, was to be
used in a critical way in the proof of the gcd theorem. First of all, it implies that
the hard Lefschetz theorem holds for X0 and its hyperplane sections, which in turn
implies that the restriction of 〈, 〉 to E is non-degenerate:

E ∩ E⊥ = 0, (82)

and gives an orthogonal decomposition

Hn = Hn(X,Q�)⊕ E, (83)

in other words,

Hn(X,Q�) = Hn(Xt ,Q�)
π

geom
1 (U0), (84)

where the left hand side is considered as a subspace of Hn(Xt ,Q�) by (77). The
action of πgeom

1 (U0) on Hn induces a representation

ρ : πgeom
1 (U0) → GL(E), (85)

whose image is contained in Sp(E) (resp. O(E)) for n odd (resp. even). By a
theorem of Kazhdan–Margulis,19 for n odd, ρ(πgeom

1 (U0)) is open in Sp(E). For n

18The hypothesis p > 2 enables to apply the results of Katz in ([7], XVIII) – actually p > 2 or n
odd would suffice for this reference; see also the comment after Theorem 31.
19According to Katz [143], privately communicated to P. Deligne in 1971.
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even, ρ(πgeom
1 (U0)) may be finite. Deligne shows that there exists an integer d0 ≥ 1

such that for any d ≥ d0 and any Lefschetz pencil of hyperplane sections of X0
relative to the d-th multiple of the given embedding X0 → P0, then ρ(π

geom
1 (U0))

is open in O(E). The proof uses a lifting to characteristic zero, and a transcendental
argument over C, based on formulas of A’Campo and Thom–Sebastiani [234] on
the monodromy of certain isolated singularities. Once the openness of the image of
π

geom
1 (U0) in Sp(E) (or O(E)) is achieved, then Deligne proves (78) by a rather

involved argument using the Chebotarev density theorem. This argument will again
be crucial in [Weil I] (see Sect. 5.5, Step 3).

5.5 Weil I

Combined with a new idea coming from the theory of modular forms, the techniques
of monodromy of Lefschetz pencils finally enabled Deligne to prove the Weil
conjecture (Sect. 5.2, (W)) for any projective, smooth X0/Fq [Weil I]. Let me sketch
the main points in the proof.

Step 1: It suffices to show that, for any X0/Fq , projective, smooth, geometrically
connected of even dimension d + 1, any eigenvalue α of F ∗ on Hd+1(X,Q�) is an
algebraic number, all of whose conjugates σα satisfy

q
d+1

2 − 1
2 ≤ |σα| ≤ q

d+1
2 + 1

2 . (86)

By induction on the dimension of X0, using Poincaré duality and the weak
Lefschetz theorem, one is reduced to proving that, for X0 geometrically connected
and of dimension n, the eigenvalues α of F ∗ on Hn(X,Q�) are algebraic numbers
all of whose conjugates σα satisfy |σα| = qn/2. If m is a positive, even integer,
then, by Künneth, αm is an eigenvalue of F ∗ on Hnm(Xm,Q�). Applying (86) to
Xm

0 with d + 1 = nm, and letting m tend to infinity yields the desired result, i.e.,
|σα| = qn/2.

Step 2: Reduction to an estimate on the eigenvalues of F ∗ on H 1
c (U,E /(E ∩E ⊥)).

Let X0/Fq be as in Step 1. As in Sect. 5.4 “Independence of �”, after possibly
making a finite extension of Fq , choose a Lefschetz pencil (over Fq ) of hyperplane
sections (X0)t = X0 ∩ (H0)t )t∈D0 of X0, satisfying a few additional rationality
conditions (exceptional set S0 ⊂ D0 consisting of rational points, geometric point
u over u with u ∈ U0 = D0 − S0 rational over Fq , Xu smooth admitting a smooth
hyperplane section over Fq , vanishing cycles δs defined over Fq ). We keep the
notation of Sect. 5.4 “Independence of �”. As the relative dimension d of f0 : X̃0 →
D0 is odd, much of the monodromy theory described in Sect. 5.4 “Independence of
�” (with n = d) is still valid. Local monodromies are tame, the vanishing cycles
are conjugate up to sign, and, with E defined as above, (81) holds. A notable
difference, however, is that hard Lefschetz is no longer known, so that a priori
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E∩E⊥ might be non-zero, and has to be taken care of. In particular, the orthogonal
decomposition (83) might fail. A good point, nevertheless, is that the representation

ρ : πgeom
1 (U0) → GL(E/(E ∩ E⊥)), (87)

analogous to (85), is absolutely irreducible, and, as above, its image is open in
Sp(E/(E ∩ E⊥)). The representation Hd = Hd(Xu,Q�) is the stalk at u of the
lisse sheaf Rnf0∗Q�|U (more generally, all the sheaves Rif0∗Q�|U are lisse, (80)
is induced by a non-degenerate, alternate pairing

〈, 〉 : (Rdf0∗Q�|U)⊗ (Rdf0∗Q�|U) → Q�(−d), (88)

and, because of the rationality assumptions on the pencil, E, E⊥ and E ∩ E⊥ are
the stalks at u of lisse subsheaves E0, E ⊥

0 , and E0 ∩ E ⊥
0 of Rdf0∗Q�|U . Since

Hd+1(X,Q�) → Hd+1(X̃,Q�) is injective, it suffices to check (86) with X0
replaced by X̃0. A careful analysis of the Leray spectral sequence of f : X̃ → D via
the Picard–Lefschetz theory shows that it suffices to prove the following assertion:

(A1) Any eigenvalue of F ∗ on H 1(D, j∗(E /(E ∩ E ⊥))), where j : U ↪→ D, is
an algebraic number, all of whose conjugates σα satisfy

q
d+1

2 − 1
2 ≤ |σα| ≤ q

d+1
2 + 1

2 . (89)

To prove (A1) it suffices to prove
(A2) Any eigenvalue of F ∗ on H 1

c (U,E /E ∩ E ⊥) is an algebraic number, all of
whose conjugates σα satisfy

|σα| ≤ q
d+1

2 + 1
2 . (90)

To see this, Deligne observes that, for any lisse Q�-sheaf L0 on an open
subscheme j0 : U0 ↪→ C0 of a proper, smooth curve C0/Fq , then, if D denotes
the dualizing functor RH om(−,Q�)[2](1) on C0, then

D(j0∗L0) = j0∗L ∨
0 [2](1), (91)

so that Hi(C, j∗L ) is dual toH 2−i (C, j∗L ∨)(1) by Poincaré duality ([D39], 1977,
Dualité). This property is a particular case of the self-duality of an intermediate
extension: here j0∗L0[1] is the intermediate extension j0!∗ of the perverse sheaf
L0[1]. It was first noted by Deligne in ([D26, 1973], 10.8), as being the reason
for the simple form of the constant of the functional equation of L-functions (see
Sect. 6.3). As H 1(D, j∗(E /(E ∩E ⊥)) is a quotient of H 1

c (U,E /E ∩E ⊥), (90) gives
half of the inequalities (89), hence the other half by duality.

Let F := E /(E ∩E ⊥). To prove (A2) one may assume U0 affine, and one wants
to use Grothendieck’s cohomological expression forL(U,F , t). As H 0

c (U,F ) = 0
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(U affine), and H 2
c (U,F ) = 0 by (81), Grothendieck’s formula reads

L(U,F , t) = det(1 − F ∗t, H 1
c (U,F )) (92)

To exploit (92) one needs information on the local factors det(1− Fxt
deg(x),F0)

−1

of L, for x a closed point of U0. This is provided by the next two steps.

Step 3: For every closed point x of U0, det(1 − Fxt,F0) ∈ Q[t].
The proof follows the same lines as that of the gcd formula (78). But it requires

more work, as the orthogonal decomposition (83) is no longer available. It is
replaced by the filtration E0 ∩ E ⊥

0 ⊂ E0 ⊂ H d
0 := Rdf0∗Q�. The starting point is

the observation that the sheaves E0 ∩ E ⊥
0 , H d

0 /E0, as well as the sheaves Rif0∗Q�

for i �= d are geometrically constant, hence that, if G0 is any of them, there exist
�-adic units αi in Q∗

� such that, for any closed point x of U0, det(1 − Fxt,G0) =
∏
(1 − α

deg(x)
i t).

Step 4: The lisse sheaf F0 = E0/(E0 ∩ E ⊥
0 ) on U0 is pure of weight d , i.e., for

any closed point x of U0, the eigenvalues of Fx on F0 are qdeg(x)-Weil numbers of
weight d .

This is the core of the proof, the place where a new idea enters. Deligne says at
the beginning of section 3 in [Weil I] that the above result was “catalyzed” by the
reading of a paper of Rankin [213]. For the genesis of this idea, see [143] and [163].

The main tool is again Grothendieck’s formula (72), applied to U0, which may
be and is assumed affine, and the lisse sheaf F⊗2n

0 over U0, for an integer n ≥ 1.
One has H 0

c (U,F⊗2n) = 0 (U affine), and

H 2
c (U,F⊗2n) = (F⊗2n

u )πgeom
1 (U0)

(−1) = (F⊗2n
u )Sp(E/(E∩E⊥))(−1)

as the image of πgeom
1 (U0) is open in Sp(E/(E ∩ E⊥)), where u is a geometric

point in U . By a theorem of H. Weyl on co-invariants of the symplectic group, this
yields H 2

c (U,F⊗2n) = Q�(−nd − 1)N for a certain integer N ≥ 1. Therefore
Grothendieck’s formula reads

L(U0,F
⊗2n
0 , t) = det(1 − F ∗t, H 1

c (U,F⊗2n))

(1 − qnd+1t)N
. (93)

Observing that each factor Px(t) := det(1 − Fxt
deg(x),F⊗2n

0 )−1 is a formal series
with rational (by Step 3) and nonnegative coefficients, one deduces from (93) that
the poles of Px(t) are of absolute value at least q−nd−1, and hence that every

conjugate α of an eigenvalue of Fx on F⊗2n
0 is of absolute value ≤ qdeg(x)( d2 + 1

2n ),

which by letting n tend to infinity yields the inequality |α| ≤ qdeg(x) d2 , and hence

|α| = qdeg(x) d2 by duality.
The arguments in the proof yield a general statement of purity ([Weil I], 3.2)

for lisse sheaves equipped with a perfect symplectic pairing satisfying certain



Pierre Deligne: A Poet of Arithmetic Geometry 77

rationality and monodromy conditions. This statement, however, doesn’t seem to
have had any other applications. But it suggested to Deligne a generalization, which
was of critical use in [Weil II], see (Sect. 5.6 “Ingredients of the Proof”, Purity
criterion).

Step 5 (final step): Proof of (A2). By Step 3 the right hand side of (92) has rational
coefficients, hence any eigenvalue α of F ∗ on H 1

c (U,E /(E ∩ E ⊥)) is an algebraic

number. To show that any conjugate of α has absolute value ≤ q
d+1

2 + 1
2 it suffices

to show that the left hand side is absolutely convergent for |t| < q−( d+1
2 + 1

2 ), which
follows easily from Step 4.

5.6 Weil II

In [Weil II] Deligne gave an alternative proof of (Sect. 5.2 (W)), with far reaching
generalizations. Grothendieck’s conjectural philosophy of weights over finite fields
had inspired Deligne’s construction of mixed Hodge theory. Now that the Weil
conjectures were proven, mixed Hodge theory in turn inspired Deligne’s work in
[Weil II] and [D53, 1982].

The convention made at the beginning of Sect. 5 is still in force. In addition, we
fix a prime number � invertible on all schemes to be considered, and denote by Q�

an algebraic closure of Q�.

Mixed Sheaves, Statement of the Main Theorem

Deligne made the following basic definition ([Weil II], 1.2.2). Let X0 be a scheme
of finite type over Z, and F0 a (constructible)20 Q�-sheaf on X0. One says that
F0 is punctually pure if there exists n ∈ Z, called the weight of F0, such that,
for any closed point x of X0, with residue characteristic p and [k(x) : Fp] = nx ,
the eigenvalues of Fnx on the stalk (F0)x of F0 at a geometric point x over x
where F is the geometric Frobenius a �→ a1/p of k(x), i.e., on Fx in the notation
of (73), are pnx -Weil numbers of weight n. One says that F0 is mixed if F0 admits a
finite filtration whose successive quotients are punctually pure. The weights of those
quotients which are nonzero are called the (punctual) weights of F0. The category
of mixed sheaves is stable by sub-objects, quotients, extensions, tensor products,
and inverse images.

Given a mixed Q�-sheaf F0 on X0, one can ask whether it admits a “better”
filtration with successive quotients pointwise pure, hopefully functorial in F0, and
which relation should then hold between the weights of the nonzero quotients. It is
shown in (loc. cit, 3.4.1), as a consequence of the main theorem of loc. cit., that for

20We will consider only constructible Q�-sheaves, and omit “constructible” in the sequel.
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lisse sheaves, there exists indeed such a functorial filtration, called the filtration by
the punctual weights, see Sect. 5.6 “First Applications”.

The main result of loc. cit. is the following theorem (loc. cit., 3.3.1):

Theorem 22 Let f0 : X0 → S0 be a morphism between schemes of finite type over
Z, and F0 be a mixed Q�-sheaf on X0 of weight ≤ n. Then, for all i ∈ Z, Rif!F0
on S0 is mixed of weight ≤ n+ i.

In particular, if X0 is of finite type over Fq , Hi
c(X,Q�) (where X = X0 ⊗Fq F) is

mixed of weight ≤ i. By Poincaré duality, if X0/Fq is smooth, Hi(X,Q�) is mixed
of weight ≥ i, which echoes the analogous results in Hodge theory ([D29, 1974],
8.2.4) (see Sect. 4.2 “Mixed Hodge Theory”, The general case). As a corollary, the
Weil conjectures (Sect. 5.2, (I) (W)) hold for any proper and smooth X0/Fq :

Corollary 3 If X0/Fq is proper and smooth, then, for all i, the polynomial
det(1−F t,H i(X,Q�)) belongs to Z[t], and its reciprocal roots are q-Weil integers
of weight i.

In fact, Deligne proves refinements and generalizations of Theorem 22, of the
following two types:

(a) Weil sheaves. Let W(F/Fq) be the Weil group, i.e., the subgroup of Gal(F/Fq)

generated by the geometric Frobenius F : a �→ a1/q . A Weil sheaf F0 on X0
is a Q�-sheaf F on X, together with an action of W(F/Fq ) lifting the action
of W(F/Fq ) on X = X0 ⊗Fq F. By pull-back to X, Q�-sheaves define Weil
sheaves, but the category of Weil sheaves is larger. For example, a Weil sheaf
on Spec Fq corresponds to an element u ∈ Q

∗
� ; it is a Q�-sheaf if and only if u

is an �-adic unit. If X0 is normal, geometrically connected, any lisse irreducible
Weil sheaf is deduced by torsion from a Q�-sheaf G0, i.e., there exists b ∈ Q

∗
�

such that F0 = G0 ⊗ Q
(b)

� , where Q
(b)

� is a rank 1 Weil sheaf on Spec Fq on
which the geometric Frobenius F acts by multiplication by b ([Weil II], 1.3.14).
This implies that Grothendieck’s formula (72) extends to Weil sheaves.

The definitions of punctually pure and mixed readily extend to Weil sheaves.
Theorem 22 (for X0/Fq ) holds with Q�-sheaf replaced by Weil sheaf.

As elements α of Q
∗
� which are q-Weil numbers of weight n are characterized

by the fact that for any isomorphism ι : Q
∗
�

∼→ C, ια has absolute value
qn/2, Deligne finds it convenient to work separately for each ι. One defines
the ι-weight of α (rel. to q) as 2logq |ια|, and the corresponding notions of
(punctually) ι-pure and ι-mixed for Weil sheaves on X0. These ι-weights are real
numbers, which are not necessarily integers. We will sometimes say “weights”
instead of “ι-weight” when no confusion can arise.

(b) Six operations. The construction of a triangulated category Db
c (X,Q�) stable

under Grothendieck’s six operations (⊗, RH om, f ∗, Rf !, Rf∗, Rf!) raised
problems that had not been tackled in SGA 5 [5], nor in the unpublished thesis
of Jouanolou. In ([Weil II], 1.1.2) Deligne proposes a definition which works
well for schemes X separated and of finite type over a field satisfying certain
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finiteness conditions (verified for example if it is either finite or algebraically
closed): for the integer ring R of a finite extension Eλ of Q�, with maximal ideal
m, Db

c (X,R) is defined as the 2-inverse limit of the categories Db
ctf (X,R/mn)

(n ≥ 1) (consisting of finite tor-dimension complexesKn ofR/mn-sheaves with
constructible cohomology, where transition maps are given by ⊗L

R/mn+1R/m
n),

Db
c (X,Eλ) := Eλ ⊗ Db

c (X,R), and Db
c (X,Q�) is the 2-inductive limit of

the Db
c (X,Eλ) for Eλ ⊂ Q�. More flexible definitions were later given

independently by Gabber (unpublished) and Ekedahl [87]. Quite recently, a new
and seemingly better approach was developed by Bhatt and Scholze [32].

Let X0 be a scheme of finite type over Fq . An object K0 of Db
c (X0,Q�) is called

mixed if, for all i ∈ Z, H iK0 is mixed. The full subcategory

Db
m(X0,Q�) ⊂ Db

c (X0,Q�) (94)

consisting of mixed complexes is a subtriangulated category, and it follows from
Theorem 22 that, for schemes separated and of finite type over Fq , it is stable under
the six operations.21 Given an integer w, a mixed complex K0 over such a scheme
a0 : X0 → Spec Fq is said to be of weight ≤ w if, for all i ∈ Z, the pointwise
weights of H iK0 are ≤ w + i. It is said to be of weight ≥ w if DK0 is of weight
≤ −w; here D is the dualizing functor D(−) = RH om(−, Ra!0Q�). It is said to be
pure of weight w if it is both of weight ≤ w and ≥ w. If one denotes by Db≤w (resp.
Db≥w, resp. Db

w) the full subcategory of Db
m consisting of complexes of weight ≤ w

(resp. ≥ w, resp. w), Theorem 22, for a morphism f0 : X0 → S0 of schemes of
finite type over Fq can be reformulated by saying that Rf0! sends Db≤w(X0,Q�) into

Db≤w(S0,Q�). Dually, Rf0∗ respects Db≥w . In particular, if f0 is proper, then Rf0∗
respects purity, more precisely, sends Db

w into Db
w . This formalism was to acquire its

full force with the introduction of perverse t-structures in [D53, 1982], see Sect. 5.8.

Ingredients of the Proof

• Purity criterion for real sheaves
The basic estimate (Sect. 5.5, Step 4), obtained by the so-called Rankin–Selberg
method relay on two facts: (i) The coefficients of the polynomial det(1−Fxt,F0)

belong to Q; (ii) H 2
c (U,F⊗2n) = Q�(−nd−1)N , a consequence of a theorem of

H. Weyl on co-invariants of the symplectic group, and the openness of the image
of the geometric fundamental group into Sp(E/(E ∩ E⊥)).
In (i), the fact that the coefficients were supposed rational was not essential: real
instead of rational would suffice. For (ii), it turns out that, in the absence of any
assumption on the geometric monodromy group, general results on the global

21See ([Weil II], 6.1.11). For schemes over Spec Z, it seems that only generic variants are available
([Weil II], 6.1.2).
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monodromy of lisse Weil sheaves coming from class field and algebraic groups
theory still enable to get enough control on the factors of the L-function.
The starting point is that, for a smooth curve X0/Fq , the Weil group W(F/Fq )

acts very strongly on the prime to p abelian quotient of the geometric funda-
mental group π1(X, x) of X0: the largest quotient of it on which the action
is trivial is finite. This is an easy consequence of class field theory. Deligne
proves a generalization for X0/Fq normal, geometrically connected (the image
of π1(X, x) in the quotient of W(X0, x) by the closure of its derived group is an
extension of a finite group of order prime to p by a pro-p-group) (a generalization
which is in fact not needed).
An important corollary is that if L0 is a lisse sheaf of rank 1 onX0, corresponding
to a character χ : W(X0, x) → Q

∗
� , then there exists c ∈ Q

∗
� and a character of

finite order ε such that χ(g) = cdeg(g)ε(g). In particular, L0 is ι-pure, of weight
the weight of c. Given a lisse sheaf F0 on X0, Deligne defines determinantal
weights of F0 as the numbers w(ΛdG0)/d , for a constituent22 G0 of F0 of rank
d , where w denotes the ι-weight relative to q . These numbers play a crucial role
in the purity theorem below.
From this Deligne deduces the following key result, which he calls
Grothendieck’s global monodromy theorem23 ([Weil II], 1.3.8), and which echoes
Theorem 15:

Theorem 23 Let F0 be a lisse Weil sheaf on a scheme X0 of finite type, normal
and geometrically connected over Fq . Let x be a geometric point of X, let

G0 = G0(F0) (95)

be the Zariski closure of the image of π1(X, x) in GL(Fx), and let G00 be its identity
component. Then the radical of G00 is unipotent.

In particular, if F0 is semisimple, so that G00 is reductive, then G00 is
semisimple. Moreover, if G is the extension of Z by G0 defined by push-out of
the Weil group W(X0, x) by π1(X, x) → G0,

0 → G0 → G
deg→ Z → 0,

then the center of G has an image of finite index in Z by the degree map. This
corollary enables to describe the behavior of determinantal weights under tensor
operations. The upshot is the following theorem, which generalizes ([Weil I], 3.2),
and plays a crucial role in the proof of the curve case of Theorem 22 for pure sheaves
(see Sect. 5.6 “Ingredients of the Proof”, Squaring of a curve):

22I.e., a simple quotient in a Jordan–Hölder filtration by lisse subsheaves.
23Grothendieck proved this theorem at a talk he gave during the SGA 7 seminar, on March 26,
1968.
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Theorem 24 Let X0/Fq be a smooth, geometrically connected curve, and let F0
be a lisse ι-real Weil sheaf on X0. Then its constituents are ι-pure.

Here ι is an isomorphism Q�
∼→ C, “ι-real” means that, for any closed point

x ∈ X0, ιdet(1−Fxt,F0) ∈ R[t], and “ι-pure” means that for any such constituent
G0, there is w ∈ R such that the eigenvalues α of Fx on G0 are of ι-weight wN(x)(α)

equal to w, where N(x) = qdeg(x), with the notation of (Sect. 5.6 “Mixed Sheaves,
Statement of the Main Theorem”, (b)).

• Weight monodromy theorem

Let X0/Fq be as in Theorem 24, and let j0 : U0 ↪→ X0 be the complement of
a finite closed subscheme S0 of X0. As in (Sect. 5.5, Step 2, (A1)), sheaves of the
form j0∗F0, for F0 a lisse Weil sheaf on U0 are of special interest, in view of the
duality between j0∗F0 and j0∗F∨

0 (1)[2] (91). For F0 pure, the weights of j0∗F0
decrease at points of S0:

Lemma 1 If F0 is a lisse ι-pure (Weil) sheaf of ι-weight β on U0 = X0 − S0,
then for any closed point s of S0, and any eigenvalue α of Fs on j0∗F0, one has
wN(s)(α) ≤ β (where wN(s) means a ι-weight).

Actually, Deligne gave formulas for β −wN(s)(α) in terms of the local monodromy
of F0 near s. Let s be a geometric point over s, X0(s) (resp. X0(s)) the henselization
(resp. strict henselization) of X0 at s (resp. s), and η a geometric point over
the generic point η of X0(s). Let W(η/η) be the Weil group, inverse image of
W(s/s) in Gal(η/η). Then V := Fη is an �-adic representation ρ of W(η/η).
By Grothendieck’s local monodromy theorem ([237], Appendix), there exists an
open subgroup I1 of the inertia group I ⊂ W(η/η) and a nilpotent morphism N :
V (1) → V , called logarithm of the monodromy, such that ρ(g) = exp(Nt�(g)) for
all g ∈ I1, where t� : I → Z�(1) is the �-primary component of the tame character.
It follows that the ι-weights (rel. to N(s)) of the eigenvalues of a lifting F̃ in W(η/η)
of the geometric Frobenius Fs ∈ Gal(s/s) do not depend on the choice of F̃ . They
are called the ι-weights of F0η. When they are integers, there exists a unique finite
increasing filtration W of V , called the weight filtration, which is stable under N
and such that griW (V ) is ι-pure of weight i. On the other hand, whether the ι-
weights ofF0η are integers or not, by general nonsense on nilpotent endomorphisms
in an abelian category, there exists a unique finite increasing filtration M of V ,
called the monodromy filtration, such that NMiV (1) ⊂ Mi−2V and Ni induces an
isomorphism grMi V (i)

∼→ grM−iV .
Deligne deduced from Lemma 1 the following theorem ([Weil II], 1.8.4), now

called weight monodromy theorem:

Theorem 25 If F0 is ι-pure of weight β, then, for all j ∈ Z, grMj F0η is ι-pure
of weight β + j . In particular, if β is an integer, then F0η is ι-mixed with integral
weights, and its monodromy filtration M coincides with its weight filtration up to
shift: Mj = Wβ+j .
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Once Theorem 22 is proven, Theorem 25 can be applied to F0 = Rnf0∗Q�, for
f0 : Y0 → X0 proper and smooth, which is lisse and punctually pure of weight n.
Then F0,η = Hn(Yη,Q�), and the monodromy operator N induces isomorphisms

Ni : grn+i
W Hn(Yη,Q�)

∼→ grn−i
W Hn(Yη,Q�), (96)

where W is the weight filtration.
A slightly more general statement is given in ([Weil II], 1.8.5). This theorem

was inspired by the theory (due to Deligne and Schmid) of variations of Hodge
structures on the punctured disc (see Sect. 4.1). The mixed characteristic analogue
of Theorem 25 is still an open conjecture (see Sect. 10). The proof of Theorem 25
relies on Grothendieck’s trace formula, and the determination of the monodromy
filtration of a tensor product, using the Jacobson–Morosov theorem.

• Hadamard–de la Vallée-Poussin method

It follows from Lemma 1 and Grothendieck’s formula (72) that under the assump-
tion of Lemma 1, for any eigenvalue α of F on H 1(X, j∗F ), one has

wq(α) ≤ β + 2. (97)

The desired formula is wq(α) = β + 1, or (equivalently, using duality), wq(α) ≤
β + 1. The variant of the Rankin–Selberg method used in (Sect. 5.6 “Ingredients
of the Proof”, Squaring of a curve) requires to know that, in the situation of
Theorem 24, if F0 is ι-pure, then the polynomials ιdet(1 − F t,H 1(X,F ))

have real coefficients. The estimate (97) does not suffice for this, as it does not
exclude cancellation between the numerator and the denominator in Grothendieck’s
formula (72). However, using a method inspired to him by Mertens’s proof of the
Hadamard–de La Vallée-Poussin theorem asserting that the Riemann zeta function
ζ(s) does not vanish on the line Rs = 1, Deligne proved the following refinement
of (97):

wq(α) < β + 2, (98)

which indeed suffices to prove

ιdet(1 − F t,H 1(X,F )) ∈ R[t]. (99)

The Riemann zeta function is replaced by the function s �→ L(X0,F0, q
−s). The

proof is a piece of analysis on continuous linear complex representations of a certain
real Lie group GR, extension of Z by a compact group G0

R, defined by the global

monodromy group of F0 (see (95)) via an isomorphism ι : Q�
∼→ C, equipped with

a set of distinguished conjugacy classes in G0
R (playing the role of prime numbers)

defined by the semisimple parts of the Frobenius Fx at closed points x of X0.
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• Squaring of a curve

More or less standard dévissages reduce the proof of Theorem 22 to the following
special case ([Weil II], 3.2.3):

Lemma 2 Let X0 be a projective and smooth curve over Fq , j : U0 ↪→ X0 a dense
open subscheme, and F0 a lisse, pointwise ι-pure sheaf on U0 of weight β. Then
any eigenvalue α of F on Hi(X, j∗F ) satisfies wq(α) = β + i.

In [Weil I] Deligne had used high cartesian powers of the given X0 (Sect. 5.5,
Step 1), Lefschetz pencils of arbitrary odd relative dimension (Sect. 5.5, Step 2), and
high tensor powers of F (Sect. 5.5, Step 4). Quite strikingly, the proof of Lemma 2
uses only X0 × X0 and F0 ⊗ext F0 over it, where ⊗ext denotes an external tensor
product pr∗1 ⊗ pr∗2. The main point is to prove, by induction on the integer k ≥ 0,
that if β = 0, then any eigenvalue α of F on H 1

c (U,F ) satisfies wq(α) ≤ 1 + 2−k

(starting with (97) for k = 0). For this, Deligne uses a good pencil of hyperplane

sections of Z0 := X0 × X0, Z0
π0← Z̃0

f0→ D0, ((Z0)t = Z0 ∩ Ht ), t ∈ D0
∼→

P1
Fq

(where π0 is the blow-up of the axis). The proof combines an analysis of the
vanishing cycles at the points of non acyclicity of (f0,G0), where F0 ⊗ext F0, and
Theorem 24 and (99) applied to the ι-real sheaf G0 ⊕ G ∨

0 .
A few years later, another proof of Theorem 22 was given by Laumon [171].

It uses neither the Hadamard–de la Vallée-Poussin method nor that of squaring,
but instead relies on deep properties of Deligne’s �-adic Fourier transform (see
Sect. 5.7). However, Deligne’s purity criterion (Theorem 24) and the weight mon-
odromy theorem (Theorem 25) remain crucial ingredients.

First Applications

We briefly discuss here the applications of Theorem 22 contained in [Weil II], with
the exception of estimates of exponential sums, to which we devote Sect. 5.6 “Expo-
nential Sums”.

• The weight filtration

By definition, if F0 is a mixed Q�-sheaf on a scheme X0 of finite type
over Fq , F0 admits a finite filtration whose graded pieces are punctually
pure (Sect. 5.6 “Mixed Sheaves, Statement of the Main Theorem”). Thanks to
Theorem 22, more can be said when F0 is lisse. Deligne shows that in this case
there exists a unique increasing filtration of F0 by lisse sheaves,

· · · ⊂ Wi−1F0 ⊂ WiF0 ⊂ · · · ,

called the weight filtration, such that each grWi F0 is punctually pure of weight
i. Moreover, if G0 is a second mixed lisse sheaf, and u0 : F0 → G0 is a
morphism, then u0 is strictly compatible with the weight filtrations. This positively
answers a conjecture he made in his report ([D15, 1971], 2.1), see Sect. 4.1. Later,
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Deligne proved in [D53, 1982] a better statement, for mixed perverse sheaves, see
Theorem 37.

• The Ramanujan–Petersson conjecture

This is the most spectacular application of the Weil conjectures. Serre calls it
a theorem of Deligne–Deligne, as it relies on the construction of �-adic represen-
tations associated with modular forms, made earlier by Deligne (see Sect. 6). The
result is the following (see, e.g., ([D28, 1974], Sect. 1) for the basic definitions and
notation on modular forms):

Theorem 26 Let N be an integer ≥ 1, k an integer ≥ 0, ε : (Z/NZ)∗ → C∗ a
character, f = ∑

n≥1 anq
n (q = e2πiz) a modular form on Γ0(N) of weight k + 2

and character ε, which is cuspidal and primitive. Then, for all prime p not dividing
N , one has

|ap| ≤ 2p
k+1

2 . (100)

In particular, for N = 1, k = 10, f = Δ = q
∏

n≥1(1 − qn)24 =∑
n≥1 τ (n)q

n,
we have, for all primes p,

|τ (p)| ≤ 2p11/2, (101)

as conjectured by Ramanujan.
Deligne stated Theorem 26 in ([Weil I], 8.2), leaving it to the reader to fill in the

details of the proof using his Bourbaki exposé [D6, 1969] to construct a suitable
�-adic representation ρf,� attached to f . In ([Weil II], 3.7.1), he gives an elegant
argument for the main point (5.1) of [D6, 1969], using Theorem 22. Namely, if S0 is
a smooth curve over Fq and f0 : E0 → S0 an elliptic curve, then R1f0∗Q� is lisse
and pure of weight 1, hence SymkR1f0∗Q� is pure of weight k, and therefore, by
Theorem 22 (or Lemma 2),

Im(H 1
c (S,SymkR1f∗Q�) → H 1(S,SymkR1f∗Q�)), (102)

which can be identified with H 1(S, j∗SymkR1f∗Q�), where j0 : S0 ↪→ S0 is a
proper smooth compactification of S0, is pure of weight k + 1. This avoids the
delicate compactification lemma 5.4 of [D6, 1969]. See (Sect. 6.1, Theorem 40) for
the definition of ρf,�.

The analogue of Theorem 26 for k = −1 was proven by Deligne and Serre in
[D28, 1974]. The proof relies again on the construction of ρf,� for k ≥ 0.

• Equidistribution of angles of Frobenius

As a by-product of the Hadamard–de la Vallée-Poussin method, Deligne obtains
general equidistribution results for the conjugacy classes in the compact group
G0

R (Sect. 5.6 “Ingredients of the Proof”, Hadamard–de la Vallée Poussin method)
of the semisimple parts of the Frobenius elements Fx at closed points x of X0
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([Weil II], 3.5.3). In particular, he proves a general Sato–Tate equidistribution
theorem in equal characteristic:

Theorem 27 Let f0 : E0 → X0 be an elliptic curve, with X0/Fq of finite type,
normal, geometrically connected, of dimensionN , such that the modular invariant j
of E/X is not constant. For x ∈ X0(Fqn), let θ(x) ∈ [0, π] be the number such that
the eigenvalues of Fx on (R1f∗Q�)x = H 1(Ex,Q�) are q

n
2 e±iθ(x). For θ ∈ [0, π],

let δ[θ ] denote the Dirac measure at θ . Then, when n tends to infinity, the measure
1

qnN

∑
x∈X0(Fqn )

δ[θ(x)] vaguely converges towards the measure 2
π

sin2θdθ .

The original Sato–Tate conjecture for elliptic curves E over Q with no complex
multiplication ([248], p. 106) was recently established by Clozel, Harris, Shepherd–
Barron, and Taylor (assuming E has multiplicative reduction at one prime) [54, 112,
250]. For a discussion of motivic variants, see [239].

• Semisimplicity

The next result is an analogue of the semisimplicity theorem for variations of
Hodge structures ([D16, 1971], 4.2.6) (cf. Theorem 15 (b)):

Theorem 28 Let F0 be a lisse, punctually ι-pure (Weil) sheaf on a scheme X0 of
finite type over Fq and geometrically normal, then the pull-back F of F0 on X is
semisimple.

In view of Grothendieck’s global monodromy theorem (Theorem 23), this
implies:

Corollary 4 Under the assumptions of Theorem 28, the identity component of the
global geometric monodromy group (95) of F0 is semisimple.

On the other hand, by a specialization argument Deligne deduces the following
corollary, which generalizes ([D16, 1971], 4.2.9):

Corollary 5 If S is a normal scheme of finite type over an algebraically closed field
of characteristic �= �, f : X → S a proper and smooth morphism, then the sheaves
Rif∗Q� are semisimple.

• Hard Lefschetz theorem

Let k be an algebraically closed field of characteristic p �= �, and let X/k be
a projective and smooth scheme, purely of dimension d . Then the hard Lefschetz
conjecture (Sect. 5.2, (i)) holds:

Theorem 29 If L ∈ H 2(X,Q�(1)) is the class of an ample line bundle O(1) on X,
then, for all i ∈ Z, the cup-product map (75) is an isomorphism.

The proof exploits the consequences of Corollary 5 on the monodromy of
Lefschetz pencils. Up to replacing O(1) by a power, we may assume that it defines
an embedding in PN such that L is the class of a general member Y of a Lefschetz
pencil of hyperplane sections (Xt = X ∩ Ht)t∈D of X (cf. Sect. 5.4 “Independence
of �” and 5.5, Step 2). We know by the weak Lefschetz theorem that, if n = d − 1,
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Hn(X,Q�) injects into Hn(Y,Q�). Let U = D − S be the complement of the set
of points t at which Xt is singular, and u a rational point of U , such that Y = Xu. It
follows from the Picard–Lefschetz formula and the inductive assumption that hard
Lefschetz holds in dimension n, hence for Y , so that

Hn(X,Q�) = Hn(Y,Q�)
π1(U,u). (103)

As Hn(Y,Q�) is a semisimple representation of π1(U, u) by Corollary 5, the
restriction to Hn(Y,Q�)

π1(U,u) of the cup-product pairing (80) is non-degenerate,
and by known arguments ([7], XVIII) this implies that hard Lefschetz holds for X.

As a corollary, (103) holds for any X, and as the right hand side of (103) is the
orthogonal of the vanishing subspace E ⊂ Hn(Y,Q�) (79), formulas (82) and (83)
hold, i.e., E ∩ E⊥ = 0, and we have an orthogonal decomposition

Hn(Y,Q�) = Hn(X,Q�)⊕E. (104)

• Local invariant cycle theorem

This the following result ([Weil II], 3.6.1):

Theorem 30 Let S be the henselization at a rational point of a smooth curve over
an algebraically closed field k of characteristic p ≥ 0, and let f : X → S be a
proper morphism. Let s be the closed point of S, and let η be a geometric generic
point. Assume that X is essentially smooth over k, and Xη is smooth. Then, the
specialization morphism

sp∗ : H ∗(Xs,Q�) → H ∗(Xη,Q�)
Gal(η/η) (105)

is surjective.

Here sp∗ is the composition H ∗(Xs,Q�)
∼→ H ∗(X,Q�) → H ∗(Xη,Q�), where

the first isomorphism is the inverse of the proper base change isomorphism, and the
second one the restriction, whose image is contained in H ∗(Xη,Q�)

Gal(η/η).
After reduction to the case where f comes by base change and localization from

a proper f0 : X0 → Y0, where Y0 is a smooth curve over Fq , with smooth geometric
generic fiber and X0/Fq is smooth, the proof uses a weight argument, based on
Theorem 22 and the weight monodromy theorem (Theorem 25).

The analytic analogue of Theorem 30 for a projective morphism f : X → D

over a disc, with X/C smooth and f smooth outside 0 ∈ D (cf. ([Weil II],
3.6.4)) was shown by Steenbrink [242] to follow from Deligne’s weight argument,
based here on mixed Hodge theory, and in particular on the weight monodromy
theorem over C.24 When the inertia I acts unipotently through t� : I → Z�(1),
so that H ∗(Xη,Q�)

Gal(η/η) = KerN , the surjection (105) is refined into long exact

24Whose proof in loc. cit. was incorrect, see Sect. 10, The weight monodromy conjecture.
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sequences (Clemens–Schmid exact sequences), see ([266], 7.8):

→ H 2N−i (Xs)
∨(−N) → Hi(Xs)

sp→ Hi(Xη)

N→ Hi(Xη)(−1) → H 2N−i−2(Xs)
∨(−N) →, (106)

where H ∗(−) = H ∗(−,Q�), and X is supposed to be purely of dimension N .
In ([Weil II], 6.2.9) Deligne gives a generalization of Theorem 30, where

the hypotheses of smoothness (resp. essential smoothness) of Xη (resp X/k) are
dropped, and the constant sheaf Q� is replaced by a potentially pure complex
K ∈ Db(X,Q�).

• gcd theorem

The hard Lefschetz theorem, and (as a corollary) the orthogonal decompo-
sition (83), having been established, Deligne could prove the gcd formula (78)
unconditionally, and with no assumption on the geometric monodromy group:

Theorem 31 Let X0 ⊂ PN
Fq

be a projective and smooth scheme of pure dimension
n+ 1 over Fq , equipped with a Lefschetz pencil ((X0)t = X0 ∩ (H0)t )t∈D0 (defined
over Fq ) of hyperplane sections of X0, whose axis is supposed to be sufficiently
general if p = 2 and n is even. Let S0 be the set of closed points t in D0 at
which X0t is singular, and let G(T ) ∈ Q�[T ] be the lcm of the polynomials∏
(1 − αiT ) ∈ Q�[T ] such that for all t ∈ (D0 − S0)(Fqr ),

∏
(1 − αri T ) divides

det(1 − FT,Hn(Xt ,Q�)) (in Q�[T ]). Then (78) holds, i.e.,

G(T ) = det(1 − FT,Hn(X,Q�)),

(and G(T ) is in Z[T ] and independent of �).

The proof uses the determination of the global geometric monodromy group (95)
of the sheaf E0 (cf. Sect. 5.5, Step 2) on D0 − S0, which is either finite, or open in
the automorphism group of E = Et ⊂ Hn(Xt ,Q�) equipped with its intersection
form. This determination, in turn, relies on the conjugacy of the vanishing cycles up
to sign. It is to prove this conjugacy that Deligne uses the restrictive hypothesis on
the pencil for p = 2 and n even. This restriction was later shown by Gabber and
Orgogozo [210] to be superfluous.

Katz and Messing [149] deduced from Theorem 31 that for any projective and
smooth25 X0/Fq , and any i ∈ Z, then

det(1 − F t,H ∗(X,Q�)) = det(1 − F t,H i(X0/W(Fq))), (107)

25Suh [243] showed that (107) holds more generally assuming only X0/Fq proper and smooth,
and used it to prove the evenness of odd degree �-adic Betti numbers of X. Generalizations of this
last result to intersection cohomology are given by Sun-Zheng [247].
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where on the right hand side Hi(X0/W(Fq )) denotes the i-th crystalline cohomol-
ogy group of X0 and F the r-th power of the absolute Frobenius endomorphism, for
q = pr .

• Q�-homotopy type

Let X be a scheme separated and of finite type over an algebraically closed field
k and let � be a prime number different from the characteristic of k. In ([Weil
II], 5) Deligne defines a Q�-dga (differential graded algebra) A(X) (or rather an
object of the corresponding derived category), depending functorially on X, with
the following properties:

(i) H ∗(A(X)) = H ∗(X,Q�);
(ii) if k = C, A(X) = Q� ⊗ M , where M = M (X(C)) is a Sullivan

minimal model of the rational homotopy type of the topological space X(C)

(see Sect. 4.2 “Hodge Theory and Rational Homotopy”). Using Theorem 22,
he constructs gradings Wj of M compatible with the weight filtration W of
Hi(X(C),Q) (Wn = ⊕j≤nWj ), as announced in [D34, 1975]. These gradings
are such that the corresponding action of GmQ on M is by automorphisms of its
dga structure. For X normal, the existence of these gradings implies a theorem
of Morgan on the pro-unipotent completion of π1(X), and for X proper and
smooth, that M ⊗Q� is a minimal model of H ∗(X,Q�) (with zero differential)
(in particular, all Massey products are zero).

The definition of A(X) relies on a construction of Grothendieck and Miller.
A simpler approach is provided by the pro-étale theory of Bhatt–Scholze, which
directly produces a Q�-dga RΓ (X,Q�) [32].

Exponential Sums

Estimates of exponential sums were one of the first applications of the Weil
conjectures, and one of those which have been the most extensively studied.

• The method

The main tool is the cohomological interpretation of exponential sums via
Grothendieck’s trace formula (71) applied to certain �-adic sheaves associated with
them, combined with the bounds on the eigenvalues of Frobenius given by the Weil
conjecture (Theorem 22).

The starting point is the so-called dictionary between functions and sheaves on
schemes over finite fields, introduced by Deligne in a letter to D. Kazhdan [73]
(see [171], 1.1, [124], 1). As in Sect. 5.6 “Mixed Sheaves, Statement of the Main
Theorem”, let X0 be a scheme separated and of finite type over Fq and F0 a Q�-
sheaf on X0. This sheaf defines a function

tF0 : X0(Fq) (= XF ) → Q�, x �→ Tr(F,Fx ). (108)
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More generally, for F0 ∈ Db
c (X0,Q�), one defines

tF0 : X0(Fq) → Q�, x �→
∑

i

(−1)itH i (F0)
. (109)

The law F0 �→ tF0 transforms ⊗ into product, inverse image into inverse image,
and, by Grothendieck’s trace formula and proper base change theorem, Rg0! into
g0∗ (for g0 : X0 → Y0).

Let ψ0 : Fp → C∗ be a nontrivial character, e.g., ψ0(x) = e2πix/p. Choosing

an isomorphism ι : Q�
∼→ C, we can view ψ0 as a character with values in Q

∗
� .

We denote by ψ : Fq → Q
∗
� the character deduced from ψ0 by composition with

TrFq/Fp . Let A0 be the affine line over Fq . The Artin–Schreier Fq-torsor

0 → Fq → A0
x �→xq−x→ A0 → 0 (110)

defines, by pushout by ψ−1, a lisse Q�-sheaf Lψ of rank 1 on A0, such that

tLψ
= ψ : A0(Fq) = Fq → Q

∗
�. (111)

If f0 : X0 → A0 is an Fq -morphism, one defines

Lψ(f0) := f ∗
0 Lψ (112)

By the compatibility tRg0! = g0∗ and the Leray spectral sequence of f0, we have

∑

x∈X0(Fq)

ψ(f0(x)) =
∑

i

(−1)iTr(F ∗,H i
c (X,Lψ(f ))). (113)

([D39, 1977], Sommes trigonométriques, 2.3). When Hi
c (X,Lψ(f )) happens to be

concentrated in a single degree, and one is able to calculate both its dimension and
its weights, then Theorem 22 gives a bound on the absolute value of the exponential
sum in the left hand side of (113). The following theorem (([Weil I], 8.4), ([Weil II],
3.7)), suggested to Deligne by Bombieri, is a typical example:

Theorem 32 Let Q ∈ Fq [X1, · · · ,Xn] be a polynomial of degree d prime to p,
whose homogeneous component Qd of degree d defines a smooth hypersurface in
Pn−1

Fq
. Consider Q as an Fq -morphism An

0 → A0. Then:

(i) Hi
c (A

n,Lψ(Q)) = 0 for i �= n, Hn
c (A

n,Lψ(Q)) is of dimension (d − 1)n and
is pure of weight n, and therefore, by (113),

(ii) |∑x∈Fq
n ψ(Q(x))| ≤ (d − 1)nq

n
2 .

A generalization of Theorem 32 is given by Katz in ([144], 5.1.2) (see also
[166]).



90 L. Illusie

• Gauss, Jacobi, and Kloosterman sums

The Artin–Schreier torsor (110) is a particular case of the Lang torsor. Given a
connected algebraic group G0/Fq , the Lang torsor L is the G0(Fq)-torsor on G0
given by

G0 → G0, x �→ Fx.x−1 (114)

Push-outs of the Lang torsor by �-adic representations of G0(Fq) define �-adic
sheaves on G0. In particular, for G0 commutative, a character χ : G0(Fq) → Q

∗
�

defines, by push-out by χ−1, a lisse Q�-sheaf of rank 1 F (χ) on G0, hence, for an
Fq -morphism X0 → G0, a sheaf

F (χ, f0) := f ∗
0 F (χ) (115)

on X0. At a point x ∈ XF , the endomorphism F ∗
x of F (χ, f0)x is given by

multiplication by χ(f (x)):

(F ∗
x : F (χ, f0)x → F (χ, f0)x) = χ(f (x)), (116)

so that by Grothendieck’s trace formula one gets the following generalization
of (113):

∑

x∈X0(Fq)

χ(f0(x)) =
∑

i

(−1)iTr(F ∗,H ∗
c (X,F (χ, f0))). (117)

For G0 = Gm, and n prime to p, consider the Kummer torsor Kn on Gm,

1 → μn → Gm
x �→xn→ Gm → 1; (118)

the Lang torsor (114) is a particular case of it: we have L = Kq−1. In ([D39,
1977], Sommes trigonométriques) Deligne gives applications of (117) to standard
identities between classical exponential sums, and old and new estimates of them.
Here is a brief sample.

(i) Gauss sums. With Deligne’s convention in (loc. cit. 4.1), the Gauss sum
associated with ψ : Fq → Q

∗
� (as above) and the multiplicative character

χ : F∗
q → Q

∗
� is

τ (χ,ψ) = −
∑

x∈F∗
q

ψ(x)χ−1(x). (119)
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Let F (ψχ−1) denote the pull-back on Gm by the diagonal inclusion Gm →
Ga × Gm of F (ψ × χ−1 : Fq × F∗

q → Q
∗
�) on Ga × Gm. This is a pure

lisse sheaf of rank 1 and weight zero. One has Hi
c ((Gm)k,F (ψχ−1)) = 0 for

i �= 1, H 1
c ((Gm)k,F (ψχ−1)) is 1-dimensional, and

τ (χ,ψ) = Tr(F ∗,H 1
c ((Gm)k,F (ψχ−1))). (120)

If χ is nontrivial, then H ∗
c

∼→ H ∗, so that H 1
c is pure of weight 1, which

yields the classical formula |τ (χ,ψ)| = √
q (which, as Deligne observes, also

reflects Poincaré duality).
(ii) Jacobi sums. For 1 ≤ i ≤ n, let χi : F∗

q → Q
∗
� be a nontrivial character, such

that the product of the χi’s is nontrivial, and let χ : (F∗
q)

n → Q
∗
� , χ(x) =∏

χi(xi). Deligne (loc. cit. (4.14.2)) defines the associated Jacobi sum as

J (χ) = (−1)n−1
∑

x1,··· ,xn∈F∗
q ,
∑

xi=−1

χ−1
1 (x1) · · ·χ−1

n (xn). (121)

Let G0 = Gn+1
m and F (χ) the rank 1 lisse sheaf on G0 associated with the

multiple Kummer torsor G0 → G0, x �→ xq−1 and χ = ((χ1 · · ·χn)−1,

χ1, · · · , χn). Then (loc. cit., 4.16), one has Hi
c (X,F (χ−1)) = 0 for i �= n−1,

Hn−1
c (X,F (χ−1)) is of dimension 1 and pure of weight n − 1, where X0 =

((x0 + · · · + xn = 0) ∩ Gn+1
m )/Gm, and

J (χ) = Tr(F ∗,Hn−1
c (X,F (χ−1))). (122)

In particular, |J (χ)| = q
n−1

2 . The classical formula expressing a Jacobi sum
in terms of Gauss sums has a nice cohomological expression (loc. cit., 4.17),
which is a key ingredient in the proof. This interpretation is also at the source
of a cohomological proof of a generalized form of Weil’s theorem on the
existence, over number fields, of algebraic Hecke characters associated with
Jacobi sums (loc. cit., 6.5).

(iii) Kloosterman sums. Given an integer n ≥ 1, and a ∈ Fq ,

Kn,a :=
∑

x1···xn=a

ψ(x1 + · · · + xn), (123)

where ψ is as above, is called a generalized Kloosterman sum. Let (Va)0 ⊂
An

0 = An
Fq

be the hypersurface of equation x1 · · · xn = a, and π : An
0 →

A0 (resp. σ : An
0 → A0) be the map defined by the product (resp. sum) of

coordinates. Thus (Va)0 is the fiber of π at a. Analyzing the Leray spectral
sequence of π : An → A for Lψ(σ) (112), Deligne (loc. cit., 7.4) shows that,
if H ∗

c denotes H ∗
c (Va,Lψ(σ)|Va), then Hi

c = 0 for i �= n− 1, and, for a �= 0,
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Hn−1
c is of dimension n and pure of weight n− 1. By (113), we have

Ka = (−1)n−1Tr(F ∗,Hn−1
c (Va,Lψ(σ)|Va)), (124)

and, for a �= 0,

|Ka| ≤ nq
n−1

2 . (125)

The rank n lisse sheaf

K lψ,n := Rn−1π0!Lψ(σ) (126)

on Gm, with fiber Hn−1
c (Va,Lψ(σ)|Va) at the point a, was called Kloosterman

sheaf and studied by several authors, first by Katz [146], who determined its
global geometric monodromy group (95) and gave applications to equidistribution
properties of the angles of Kloosterman sums (123), in the spirit of ([Weil II], 3.5.3)
(cf. Theorem 27). For recent developments, see [115].

Deligne’s exposé Sommes trigonométriques in [D39, 1977] was the beginning
of a long series of studies on exponential sums, by Katz, Laumon and others,
in which the cohomological methods initiated there were reinforced by further
tools (also initiated by Deligne), such as the �-adic Fourier transform or geometric
convolutions. See [173] for a survey of results up to 1999.

5.7 The �-Adic Fourier Transform

Definition and First Properties

In the letter to D. Kazhdan mentioned above [73], Deligne introduced operations on
complexes of sheaves on schemes over finite fields lifting operations on functions
given by convolution or transformation by kernels. In particular, for Ga = (Ga)Fq ,

and ψ : Fq → Q
∗
� as above, he defined the Fourier transform

Fψ,0 : Db
c (Ga,Q�) → Db

c (Ga,Q�) (127)

by K → Rpr′!(Lψ(xy) ⊗ pr∗K), where pr (resp. pr′) is the first (resp. second)
projection, and Lψ(xy) is the sheaf (112) for f0 : G2

a → Ga, (x, y) �→ xy. For a
function f : Fq → Q�, let f̂ : Fq → Q� denote its Fourier transform, defined by
f̂ (y) = ∑

x∈Fq
f (x)ψ(xy). The proper base change theorem and Grothendieck’s

trace formula imply that, for K ∈ Db
c (Ga,Q�),

tFψ,0(K) = t̂K , (128)
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with the notation of (109). Deligne gives a number of basic properties of Fψ

which, via (128) imply standard properties of the Fourier transform on functions:
involutivity, exchange of product and convolution, Plancherel formula.

Deligne proposed generalizations where Ga is replaced by a unipotent group.
The case of a vector space has been extensively studied [147, 171].

Let k be a perfect field of characteristic p > 0, k an algebraic closure of k, and,
for q a power of p, Fq the subfield of k with q elements. Given an r-dimensional
k-vector space E, Laumon defines

Fψ : Db
c (E,Q�) → Db

c (E
′,Q�), (129)

Fψ(K) := Rpr′!(Lψ(〈, 〉) ⊗ pr∗K)[r], (130)

where E′ is the dual of E, pr, pr’, are the canonical projections, 〈, 〉 : E×E′ → Ga

the canonical pairing, and Lψ the pull-back by 〈, 〉 of the Artin–Schreier sheaf Lψ

on A1
Fp

corresponding to the character ψ = ψ0 : Fp → Q� (so that, if k = Fp,
Fψ,0 = Fψ [−1] with the notation of (127)). The standard properties mentioned
above are proved in [171] (in a slightly more general framework).

Laumon’s Contribution and Applications

Deligne’s construction remained dormant until, in the late 1970s, Verdier made the
following observation. Instead of (129), one can consider the functor

Fψ,∗ : Db
c (E,Q�) → Db

c (E
′,Q�), (131)

defined by

Fψ,∗(K) := Rpr′∗(Lψ(〈, 〉) ⊗ pr∗K)[r]. (132)

Forgetting supports gives a natural map

Fψ(K) → Fψ,∗(K). (133)

Verdier observed that, surprisingly, (133) is an isomorphism. In other words, the
Fourier transform commutes with duality: FψDK = DFψ−1DK(r), where D =
RH om(−, a!Q�) is the Grothendieck–Verdier dualizing functor on an Fq -scheme
a : X → Spec Fq. Verdier’s unpublished argument was global (and possibly
incomplete). Laumon’s proof in ([147], 2.1.3, 2.4.4) is local, and shows more. After
reduction to E of dimension r = 1, and E′ compactified into a projective line
P ′ = E′ ∪ ∞′, Laumon proves that, with Grothendieck’s notation for vanishing
cycles,

RΦpr′(j!Lψ(〈, 〉) ⊗ pr∗K)
(x,∞′) = 0, (134)
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where j : E×E′ ↪→ E×P ′ is the inclusion, pr′ : E×P ′ → P ′ is the projection, and
(x,∞′) is a geometric point of E×P ′ above ∞′, such that K has lisse cohomology
sheaves at x: in other words, (pr′, j!Lψ(〈, 〉) ⊗ pr∗K) is locally acyclic above ∞′
at points where K is lisse. This property is an analogue of the classical stationary
phase principle.

Laumon in [171] exploited this �-adic stationary phase principle (134) and the
isomorphism (133) to prove Deligne’s conjecture on the global constant of the func-
tional equations of L-functions (Sect. 6.3 “The Case of Function Fields”, (149)),
and to give an alternate proof of Deligne’s main theorem (22) bypassing the use of
the Hadamard–de la Vallée-Poussin method. The local additive convolution product
defined by Deligne in his seminar [74] is a key ingredient, and is extensively
studied in [171]. It follows from the isomorphism (133) that Fψ transforms
perverse sheaves into perverse sheaves. Applications of this to uniform estimates
of exponential sums are given by Katz and Laumon in [147]. At about the same
time, other applications of the �-adic Fourier transform were found by Brylinski
[48] (Lefschetz theory for intersection cohomology, Radon transform), and Lusztig
([179–184] (theory of character sheaves)).

5.8 Perverse Sheaves

In the monograph [D53, 1982] Deligne and his co-authors construct a general for-
malism of truncation in triangulated categories, which they apply to develop a theory
of intersection cohomology in the étale setting, in positive characteristic. This work
was inspired by the definition and study of perverse and intersection cohomology
groups for certain singular stratified spaces by Goresky and MacPherson on the one
hand, and the Riemann–Hilbert correspondence for regular holonomic D-modules
on smooth C-schemes on the other hand. Over finite fields, combined with Deligne’s
results in [Weil II] discussed above, it led to purity and decomposition theorems.

t-Structures

Let D be a triangulated category. A t-structure on D ([D53, 1982], 1.3.1) is the
datum of a pair of strictly full subcategories (D≤0,D≥0) such that, if for n ∈ Z,
D≤n := D≤0[−n], D≥n := D≥0[−n], one has:

(i) Hom(X, Y ) = 0 if X ∈ D≤0, Y ∈ D≥1,
(ii) D≤0 ⊂ D≤1 and D≥0 ⊃ D≥1,

(iii) for all X ∈ D , there exists an exact triangle A → X → B → with A ∈ D≤0

and B ∈ D≥1.

A t-category is a triangulated category equipped with a t-structure. A typical
example is provided by the derived category D = D(A ) of an abelian category A ,
with the standard t-structure where D≤0 (resp. D≥0) is the subcategory consisting
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of complexes K such that HiK = 0 for i > 0 (resp. i < 0). In this case, the
intersection D≤0 ∩ D≥0 is A . It is shown in loc. cit. that in any t-category D , the
intersection C := D≤0 ∩ D≥0, called the heart of D , is an abelian subcategory of
D , stable by extensions, in which short exact sequences come from exact triangles
by forgetting the map of degree 1 (a condition called admissibility in loc. cit.).
Moreover, as in the case of D(A ), the inclusion D≤n ⊂ D (resp. D≥n ⊂ D) admits
a right (resp. left) adjoint τ≤n (resp. τ≥n), similar to the canonical truncation functors
on D(A ); given any X in D , there exists a unique (up to a unique isomorphism)
exact triangle τ≤0X → X → τ≥1X → with τ≤0X ∈ D≤0 and τ≥1X ∈ D≥1;
finally the functor H 0 := τ≤0τ≥0 (= τ≥0τ≤0) : D → C is a cohomological
functor: exact triangles K → L → M → give rise to long exact sequences
· · · → HiK → HiL → HiM → Hi+1K → · · · , where HiK := H 0(K[i]).

The question of reconstructing D (or rather its full subcategory Db) from C is
tackled in (loc. cit., 3.1). Let D be a full triangulated subcategory of D+(A ) for
A an abelian category having enough injectives, C the heart of a t-structure on D ,
and Db the full subcategory of D union of the D [a,b] := D≤b ∪ D≥a . Then there
is defined a realization functor real : Db(C ) → Db, which is an equivalence if
an only if an effaceability condition for certain Ext groups is satisfied. See [22] for
geometric examples where this is the case. The definition of real is not purely in
terms of the t-structure on D , it uses the companion filtered derived categories DF ,
DbF . The realization functor also appears in work of Beilinson [21] and M. Saito
[222] in mixed Hodge theory.

Let Di (i = 1, 2) be a triangulated category equipped with a t-structure, with
heart Ci , and let T : D1 → D2 be an exact functor. Then T is said to be left exact
(resp. right exact, resp. exact) if T (D≥0

1 ) ⊂ D≥0
2 (resp. T (D≤0

1 ) ⊂ D≤0
2 , resp. T is

both left and right exact). In this case, the functor

pT := H 0T : C1 → C2 (135)

is left exact (resp. right exact, resp. exact) (loc. cit., 1.3.17).
The Riemann–Hilbert correspondence [139, 140, 191], briefly mentioned at

the end of Sect. 3.1 “Higher Dimension: The Riemann–Hilbert Correspondence”,
provides an example of a non-standard t-structure on a derived category. Let X be a
smooth scheme over C, purely of dimension d , let DX denote its sheaf of differential
operators. The (shifted) de Rham complex functor DRX : M �→ Ω•

Xan(M
an)[d]

defines an equivalence of triangulated categories

DRX : Db
rh(DX)

∼→ Db
c (X

an,C), (136)

where Db
rh(DX) ⊂ Db(DX) (resp. Db

c (X
an,C) ⊂ Db(Xan,C)) is the full

subcategory consisting of objects whose cohomology sheaves are regular holonomic
(resp. algebraically constructible). The standard t-structure on the left hand side is
transformed by DRX into a t-structure tX on the right hand side, which is not the
standard one if d > 0. Its heart consists of the so-called perverse sheaves on X. The
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problem of interpreting it (and more generally the truncation functors) intrinsically,
i.e., independently of the equivalence (136), was one of the motivations for the
introduction of the above formalism.

For d = 1, if Y is a finite closed subset of X, and U = X − Y the open
complement, denote by Db

l ((X,U)an,C) (resp Db
l (U

an,C)) the full subcategory
of Db

c (X
an,C) (resp. Db

c (U
an,C)) consisting of complexes whose cohomology

sheaves are lisse on U an. Then the t-structure induced by tX on Db
l ((X,U)an,C)

appears as glued from the standard t-structure on Db
c (Y,C) and the shifted t-

structure (D≤−1,D≥−1) on Db
l (U

an,C). More generally, it is shown in ([D53,
1982], 2.1.4) that, given a suitable stratification S of Xan, the t-structured induced
by tX on the full subcategory Db

S (Xan,C) consisting of complexes whose coho-
mology sheaves are lisse along the strata can be obtained by successive gluing from
shifted standard t-structures on the corresponding derived categories of the strata.

Here is a model for this gluing process. Let (X,O) be a ringed space, i : Y ↪→ X

a closed subspace, j : U = X− Y ↪→ X the open complement. It is proved in (loc.
cit., 1.4) that, given t-structures on D+(Y,O) and D+(U,O), the pair (D≤0,D≥0)

of full subcategories of D = D+(X,O) defined by K ∈ D≤0 if and only if i∗K ∈
D≤0(Y,O) and j∗K ∈ D≤0(U,O), K ∈ D≥0 if and only if i !K ∈ D≥0(Y,O)26

and j∗K ∈ D≥0(U,O), is a t-structure on D, which is said to be obtained by gluing
from those on D+(Y,O) and D+(U,O). When the t-structures on D+(Y,O) and
D+(U,O) are the standard ones, the resulting t-structure on D is the standard one.
The proof uses only the usual formal properties of the functors i∗, j∗ and their
adjoints on both sides. It can therefore be transposed into an abstract framework,
in which the spaces X, Y , U have disappeared. The result is the following gluing
lemma (loc. cit., 1.4.10), which is the key technical tool for the constructions in loc.
cit.:

Theorem 33 Let D , DU , DY be triangulated categories, i∗ : DY → D , j∗ : DU →
D be exact functors having adjoints (i∗, i !), (j!, j∗) satisfying the formal properties
(loc. cit., (1.4.3.1) up to (1.4.3.5)). Suppose that DY and DU are equipped with
t-structures. Then

(D≤0 := {K ∈ D | i∗K ∈ D≤0
Y , j∗K ∈ D≤0

U },
D≥0 := {K ∈ D | i !K ∈ D≥0

Y , j∗K ∈ D≥0
U })

is a t-structure on D (said to be obtained by gluing from those on DY and DU ).

In the next section, we discuss applications given in loc. cit. to complexes with
constructible cohomology in the étale setting. It should be mentioned, however, that
in the past 15 years t-structures on derived categories of complexes of O-modules
with bounded, coherent cohomology sheaves on noetherian schemes have played an
important role in birational geometry (Bondal, Bridgeland, Orlov, and many others).

26Here i! stands for Ri!.
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Perverse Sheaves in the Étale Setting

Theorem 33 is applied to the construction of t-structures on:

(i) derived categories of sheaves of O-modules on ringed spaces (X,O) equipped
with a stratification S and a perversity function p : S → Z (loc. cit.,
2.1); this covers the case of the t-structure tX appearing in (136), and in the
situations considered by Goresky and MacPherson, where O is constant of
value R, this leads to a description of the p-perverse cohomology groups of
X with value in R as cohomology groups of X with values in a certain complex
j!∗R, intermediate extension of the constant sheaf RU on a suitable open subset
j : U ↪→ X;

(ii) in the étale setting, categories of the form Db
c (X,Λ) for X separated and of

finite type over a field k and Λ a ring such as Z/�nZ, Z�, Q�, Eλ (a finite
extension of Q�), or Q�, for a prime number � prime to the characteristic
exponent of k (loc. cit., 2.2, 4).

Let me briefly describe the constructions in (ii).
A perversity function is a function p : 2Z → Z, such that both p and the dual

perversity functionp∗ defined by p∗(2n) = −p(2n)−2n are non increasing, i.e., for
any integers n ≤ m, one has 0 ≤ p(2n)−p(2m) ≤ 2m−2n. The middle perversity
p1/2 is the self-dual function p1/2(2n) = −n. Let p be a perversity function.

For X/k and Λ as above, define the full subcategories D
≤p
c (X,Λ) and

D
≥p
c (X,Λ) of Db

c (X,Λ) by

(K ∈ D
≤p
c (X,Λ)) ⇔ (∀x ∈ X,Hqi∗xK = 0 for q > p(2dim(x))) (137)

(K ∈ D
≥p
c (X,Λ)) ⇔ (∀x ∈ X,Hqi !xK = 0 for q < p(2dim(x))).

Here dim(x) means the dimension of the closure {x} of the point x, ix : x =
Spec k(x) → X the canonical map, and i !x := j∗i ! for the factorization of ix into

x
j→ {x} i→ X (with i ! is short for Ri !). The main result (loc. cit., 2.2.11, 2.2.12) is:

Theorem 34 The pair (D≤p
c (X,Λ),D

≥p
c (X,Λ)) is a t-structure on Db

c (X,Λ).

For p the constant function of value 0, this is the standard t-structure. The most
interesting one is that relative to p1/2.

The p-perverse Λ-sheaves on X are by definition the objects of the heart
Per(X,�) of this t-structure. These sheaves are in fact complexes, but, in a sense,
they behave like sheaves, as morphisms and objects can be glued on open coverings
of X (loc. cit., 2.2.19).

The proof of Theorem 34 is indirect. One reduces to proving its analogue for Λ =
F�. Then one writes Db

c (X,Λ) as a filtering union of subcategories Db
S ,L (X,Λ)

relative to a pair of a suitable stratification S onX and the choiceL of a finite set of
isomorphism classes of lisse irreducible sheaves of Λ-modules on each stratum. On
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each such category Db
S ,L (X,Λ) the desired t-structure is defined inductively by

gluing, using Theorem 33. A different, more direct proof (working in other algebro-
geometric contexts as well) is given by Gabber in [98].

For an immersion, or more generally, a quasi-finite morphism f : X → Y

between schemes separated and of finite type over k, the intermediate extension
functor

f!∗ : Per(X,Λ) → Per(Y,Λ) (138)

is defined by

f!∗K := Im(pf!K → pf∗K),

with respect to the canonical factorization f!K → pf!K → pf∗K → f∗K (with
the notation of (135), and the abbreviation of Rf∗ into f∗).

From now on, assume p = p1/2, Λ = Q�. We will write Per(−) for Per(−,Λ),
and Db

c (−) for Db
c (−,Λ). We fix an algebraic closure k of k. For a : X → Spec k

separated and of finite type, the dualizing functor D = RH om(−, a!Λ) exchanges
D

≤p
c (X) and D

≥p
c (X), and, in particular, induces a self-duality of Per(X).

Artin’s affine Lefschetz theorem ([4], XIV) can be reformulated by saying that,
for an affine k-morphism f : X → Y (with X, Y separated of finite type over k),
the functor Rf∗ is right t-exact. The main result of geometric nature on perverse
sheaves is the following theorem, which follows from this re-interpretation:

Theorem 35 For X/k separated and of finite type, the abelian category Per(X) is
noetherian and artinian. Every simple object is of the form j!∗L [dim(V )], for an
irreducible subscheme j : V ↪→ X such that Vk,red is smooth, and an irreducible

lisse Q�-sheaf L on V .

For X equidimensional of dimension d , a remarkable perverse sheaf (simple if
X is irreducible) is the intersection complex

ICX := j!∗(Q�[d]), (139)

where j : V ↪→ X is a dense open immersion, with Vk,red smooth. The cohomology

groups Hi(Xk, ICX[−d]) are the analogues of the intersection cohomology groups
constructed by Goresky and MacPherson [102–104].

The Purity and Decomposition Theorems

We keep the conventions at the end of Sect. 5.8 “Perverse Sheaves in the Étale
Setting”. We assume k = Fq , for q a power of a prime p.

For X0/k separated and of finite type, the t-structure relative to p1/2 on
Db

c (X0) = Db
c (X0,Q) induces a t-structure on the full subcategory Db

m(X0)
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consisting of mixed complexes (94), and any subquotient of a mixed perverse
sheaf is mixed. A central result is the so-called purity theorem for the intermediate
extension, first proved by Gabber:

Theorem 36

(i) If F0 ∈ Per(X0) is mixed of weights ≤ w (resp. ≥ w), any subquotient of F0
is mixed of weights ≤ w (resp. ≥ w).

(ii) If j : U0 ↪→ X0 is an affine embedding, and F0 ∈ Per(U0) is mixed of weights
≤ w (resp.≥ w), then j!∗F0 is mixed of weights ≤ w (resp. ≥ w). In particular,
if F0 is pure of weight w, then so is j!∗F0.

Assertion (ii) follows from (i) by Artin’s affine Lefschetz theorem. The proof of
(i) given in loc. cit. is different from Gabber’s original proof. It relies on a criterion
(loc. cit., 5.2.1) for a perverse sheaf F0 to be mixed of weights ≥ w involving
H 0(U,F ) on a variable affine scheme U0 étale over X0, namely that, for all such
U0, H 0(U,F ) be of weight ≥ w (the removing of the index 0 denoting as usual the
pull-back over k).

A corollary of (ii) is that, if X0 is proper and equidimensional of dimen-
sion d , then IHi (X) (139) is pure of weight i. Gabber proved later [97] that
det(1 − F t, IHi (X)) belongs to Z[t] and is independent of �, which generalizes
(Theorem 22, Corollary 3).

We have seen in (Sect. 5.6 “First Applications”, The weight filtration) that, in
([D46, 1980], 3.4.1), as a consequence of Theorem 22, Deligne proved that, if F0
is a mixed lisse sheaf on X0, then F0 admits a unique finite increasing filtration
W such that grWi F0 is lisse and punctually pure of weight i. A better statement
holds for perverse sheaves, with “punctually pure” replaced by “pure”: Theorem 36
implies:

Theorem 37 Any perverse mixed sheaf F0 on X0 admits a unique finite increasing
filtration W (in the category Per(X0)), again called the weight filtration, such that,
for all i, grWi F0 is pure (as a complex) of weight i. Any morphism F0 → G0 in
Per(X0) is strictly compatible with the weight filtrations.

In particular, any simple mixed perverse sheaf is pure. Moreover, any pure
perverse sheaf F0 is geometrically semisimple: F on X is a direct sum of simple
perverse sheaves of the form j!∗L [d], for a connected smooth subscheme j : U ↪→
X of dimension d and an irreducible lisse Q�-sheaf L on U .

By definition, an object K0 of Db
m(X0) is of weights ≤ w if an only if, for all

i, HiK0 is of weights ≤ w + i (cf. (94)). Surprisingly, the same holds with HiK0
replaced by pH iK0 (= pH 0(K0[i])). As DpHiK0 = pH−iDK0, where D is the
dualizing functor on X0, the assertion with ≤ w replaced by ≥ w holds, too, while
it is not the case with the usual Hi’s. In particular, K0 is pure of weight w if and
only if, for all i, pH iK0 is pure of weight w+ i. This leads to the other major result
in the theory, the so-called decomposition theorem (loc. cit., 5.4.5):
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Theorem 38 Let K0 ∈ Db
m(X0) be a pure complex. Then, in Db

c (X), K = K0|X
has a decomposition

K
∼→ ⊕i∈Z

pH i(K)[−i]. (140)

This theorem has the following applications. Let f0 : X0 → Y0 be proper, then,
as recalled at the end of Sect. 5.6 “Mixed Sheaves, Statement of the Main Theorem”,
Rf0∗ sends Db≤w to Db≤w (resp. Db≥w to Db≥w), and in particular, transforms pure
complexes into pure complexes. For example, if X0 is smooth of pure dimension d ,
then Rf0∗Q� is pure of weight 0, hence we have a decomposition

Rf∗Q�
∼→ ⊕i∈Z

pRif∗Q�[−i], (141)

with pRif∗Q� pure of weight i. Analyzing the simple components of the (semisim-
ple) pure perverse sheaves pRif∗Q� is, in general, a nontrivial task. In the case of a
Hitchin fibration, the determination of their supports was at the core of Ngo’s proof
of the fundamental lemma ([201], 7.2.1).

Theorem 38 implies generalizations of the local invariant cycle theorem (Theo-
rem 30) and a global variant, and of the hard Lefschetz theorem (Theorem 29) (see
(loc. cit., 5.4.7, 5.4.8, 5.4.10).

Consequences Over C

The results in Sect. 5.8 “Perverse Sheaves in the Étale Setting” produce harmonics in
Hodge theory: by the usual spreading out arguments, one gets from them analogues
of the last theorems (decomposition, hard Lefschetz, etc.) for certain classes of
objects of Db

c (X,C) (X/C separated and of finite type), called of geometric
origin (loc. cit., 6). A remarkable application is the following result ([D34, 1975],
Théorème 2), ([D53, 1982], 6.2.3)), which shows the discreteness of the weight
filtration of Hodge theory, as mentioned after Theorem 15:

Theorem 39 Let f : X → S be a separated morphism of schemes of finite type
over C, and let n ∈ N. Assume that Rnf∗Q is locally constant and that, for
each closed point s ∈ S, the restriction map r : (Rnf∗Q)s → Hn(Xs,Q) is
an isomorphism. Then, there exists an increasing filtration of Rnf∗Q by locally
constant subsheaves WiR

nf∗Q such that, for each i, r induces an isomorphism
(WiR

nf∗Q)s
∼→ WiH

n(Xs,Q) for all s in S.

The assumption of the theorem is satisfied, for example, if f is the restriction
to the complement of a relative normal crossings divisor in a proper and smooth
scheme over S.

The formalism of mixed complexes and perverse sheaves over finite fields
served as a model for M. Saito’s theory of mixed Hodge modules [222] (cf.
Sect. 4.2 “Mixed Hodge Theory” and Sect. 4.5 “Link with Mixed Hodge Structures
and Regulators”), and T. Mochizuki’s theory of mixed twistor D-modules [194].
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5.9 Recent Results

In [D114, 2012], [D115, 2013], and [80] Deligne gives applications of Lafforgue’s
main theorem in [159] to various questions concerning �-adic sheaves.

A Finiteness Theorem

In ([Weil II], 1.2.10) Deligne made a number of conjectures on �-adic sheaves.
Namely, given X0/Fq of finite type, normal and geometrically irreducible, and a
lisse, irreducible Q�-sheaf F0 of rank r on X0 whose determinant is of finite order,
he conjectured the following:

(i) F0 is pure of weight zero.
(ii) There exists a number field E contained in Q� such that, for all x ∈ |X0|, the

polynomial det(1 − Fxt,F0) has coefficients in E.
(iii) For any finite place λ of E not dividing p, the inverse roots of det(1−Fxt,F0)

in Eλ are λ-adic units.
(iv) For all places λ of E dividing p, and any inverse root α of det(1 − Fxt,F0),

the absolute value of the valuation v(α) satisfies the inequality (where Nx =
�k(x))

|v(α)/v(Nx))| ≤ r/2.

(v) Up to enlarging E, for any finite place λ of E not dividing p, there exists a
lisse Eλ-sheaf F ′

0 compatible with F0, i.e., having the same eigenvalues of
Frobenius.

(vi) For λ dividing p, crystalline companions are expected.

In [159], for X0 a curve, L. Lafforgue proved (i), (ii), (iii), (v), and an
asymptotically weaker version (iv′) of (iv), namely |v(α)/v(Nx))| ≤ (r − 1)2/r .
He also showed how to reduce the general case of (i), (iii) and (iv′) to the curve
case, but there was a gap in his Bertini argument, which, for (i) and (iii), was filled
in by Deligne in [D114, 2012] (see also Drinfeld ([83], Th. 2.15) and Esnault-
Kerz’s ([89], Prop. 8.1) for alternate arguments and more precise results) . By
([90], B1) one gets (iv′) for X0/Fq smooth; the general case follows, using ([264],
2.5). The estimate (iv) on curves was proved by V. Lafforgue ([160], Cor. 2.2).
In fact, V. Lafforgue proves a common generalization of (iv) and (iv′), namely
(iv′′): |v(α)/v(Nx))| ≤ (r − 1)/2, which extends to the general case by the same
method.27 In [D114, 2012], Deligne proves (ii) unconditionally. L. Lafforgue’s
results, especially (v) (for X0 a curve), play an essential role in the proof. See [89]
for a variant of the exposition. Using (ii), Drinfeld [83] proved (v) for X0 smooth

27Drinfeld and Kedlaya [84] recently showed that, moreover, for X0/Fq smooth, the slopes of the
minimal Newton polygon have gaps ≤ 1, which result also extends to the general case ([265], 2.7).
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(the general case is still open). See [265] for generalizations of these results to Artin
stacks. For X0 a curve, conjecture (vi) was proved by T. Abe [10]. For X0 smooth
of higher dimension conjecture (vi) is still open, but variants are discussed in [11]
and [151].

Counting Lisse �-Adic Sheaves

In [D115, 2013] and [80] Deligne revisits results of Drinfeld [82]. Given a smooth
projective curve X0/Fq , a reduced closed subset S0 of X0, and an integer n ≥ 1,
let E(R) be the set of isomorphism classes of lisse irreducible Q�-sheaves F of
rank n on X − S (where as usual, X = X0 ⊗Fq F, S = S0 ⊗Fq F), with prescribed
ramification R at the points of S (given by a family of isomorphism classes of
rank n sheaves on the local fields of the strict localizations of X at the points of
S, which is isomorphic to itself by Fr∗, see ([80], 2.1)). The problem at stake is the
following ([80], 2.3 (i)). Count the cardinality of the fixed point set E(R)V of E(R)

under the permutation V = Fr∗ given by pull-back by the Frobenius endomorphism
Fr = FX0 ⊗Fq F of X. One can view E(R)V as the set of classes that come from
lisse Weil sheaves on X0 −S0 ([D115, 2013], 1.3, 1.6) (or the set of classes, modulo
torsion by a rank one Weil sheaf on Spec Fq , of lisse Weil sheaves F0 on X0 − S0
which become irreducible on X−S), and have the prescribed ramification R. More
generally, one can consider, for any integer m ≥ 1, the set

T = T (X0, S0, n,m,R)

of such isomorphism classes which are fixed underV m, whose cardinality we denote
by T = T (X0, S0, n,m,R). The mere finiteness of this set is not obvious (it is a
consequence of Lafforgue’s main theorem). For n = 1 and S0 = ∅, class field
theory identifies it with the set of characters of the finite group Pic0

X0
(Fqm). For

n = 2, and S0 = ∅, Drinfeld [82], using an automorphic interpretation of T and
Arthur–Selberg trace formula for GL(2), found that T , as a function of m, is of the
form

∑
aiβ

m
i for suitable q-Weil numbers βi .

In [D115, 2013] a similar formula is established in arbitrary rank n, under the
restriction that S0 has at least two points, and R is given by principal unipotent
sheaves, i.e., the inertia at each s acts through Z� with one unipotent Jordan block.
The proof relies on the automorphic interpretation of T given by Lafforgue [159]
and a compact case of the trace formula. In [80] Deligne gives an overview of what is
known on the general problem mentioned at the beginning of this section, especially
the question of finding a geometric interpretation for the formulas obtained for T .

See [90] for an alternate exposition of some of these results and questions.
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6 Modular and Automorphic Forms

6.1 Construction of �-Adic Representations

Deligne’s proof of the Ramanujan–Petersson conjecture for modular forms relies on
his construction of associated �-adic representations (Sect. 5.6 “First Applications”).
For a historical sketch of the ideas leading to this construction, involving work
of Eichler, Igusa, Kuga, Sato, Shimura, see Serre ([240], Une interprétation des
congruences relatives à la fonction τ de Ramanujan, § 6).

The main result is the following ([D28, 1974], 6.1), where the notation is the
same as in Theorem 26:

Theorem 40 Let f =∑
n≥1 anq

n be a modular form of type (k + 2, ε) on Γ0(N),
with k ≥ 0, which is cuspidal and primitive. Then, for any prime number �, there
exists a lisse irreducible Q�-sheaf Ff,� of rank 2 on Spec(Z[1/N�]), punctually
pure of weight k + 1, such that for any prime p not dividing N�, one has

det(1 − Fpt,Ff,�) = 1 − apt + ε(p)pk+1t2,

where Fp is a geometric Frobenius at p.

In other words, there exists a (continuous) representation ρf,� : Gal(Q/Q) →
GL2(Q�) satisfying

Tr(ρf,�(ϕp)) = ap, det(ρf,�(ϕp)) = ε(p)pk+1

for all p not dividing N�, where ϕp = F−1
p

28 and ap = αp + αp, where αp is
a p-Weil number of weight k + 1. Actually, by the modular interpretation of the
space of cusp forms of weight k + 2 under Γ1(N), there exists a number field K

containing all the ap’s and ε(p)’s ([D28, 1974], 2.7), and the Q�-sheaf Ff,� comes
by extension of scalars from an Kλ-sheaf Ff,λ, where λ is a place above �, i.e., ρf,�
comes from ρf,λ : Gal(Q/Q) → GL2(Kλ).

The desired sheaf Ff,� is defined as a suitable direct summand of the lisse sheaf

k
NW� := R1a∗(j∗SymkR1f∗Q�) (142)

on Spec(Z[1/N�]), where

a : MN → Spec(Z[1/N�])

28Note that for σ ∈ Gal(Fp/Fp), the isomorphism [σ ] : Spec Fp → Spec Fp deduced by
transportation of structure is given by [σ ]∗x = σ−1x.
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is the restriction to Spec(Z[1/N�]) of the Deligne–Mumford stack MN [1/N]
classifying generalized elliptic curves over Spec(Z[1/n]) with a full level N

structure (Theorem 6),

j : M 0
N ↪→ MN

the inclusion of the open substack consisting of elliptic curves, and f : E → M 0
N

is the universal elliptic curve. The construction is sketched in [D6, 1969] (and
is complete for N = 1, k = 10, which gives the Ramanujan conjecture). The
Shimura isomorphism expressing the stalk at C of k

NW
H
� (H a suitable subgroup

of GL2(Z/NZ)) as a direct sum of a space of cusp forms of weight k and of
its conjugate ([D6, 1969], 2.10), and its �-adic counterpart, the Eichler–Shimura
congruence formula, describing the reduction mod a prime p not dividing N� of the
Hecke operator Tp on k

NW�|SpecFp as a sum of a Frobenius operator and its twisted
dual ([D6, 1969], 4.9) (see also Theorem 7), play a key role.

The definition of k
NW� and its application to the construction of the desired

representations was proposed by Serre in a letter to Verdier dated Feb. 11, 1967 ([8],
pp. 909–911) (as a first approximation Serre worked with the compactly supported
cohomology group R1a∗j! instead of the interior one). A copy of this letter was
later sent to Deligne, who solved the problem. However, Deligne hasn’t yet written
up the details of his construction of ρf,�. The reader may consult [230], where Scholl
constructs a motive M(f ) over Q with coefficients in K giving rise to the family of
ρf,λ’s. See also [224].

6.2 The Weil–Deligne Group

Let R be a henselian discrete valuation ring, with fraction field K and finite residue
field Fq of characteristic p. Let K be a separable closure of K , R the integral closure
of R in K , and k the residue field of R (which is an algebraic closure of Fq ). Let
W(K/K) ⊂ Gal(K/K) be the Weil group, inverse image of the subgroup W(k/k)

of Gal(k/k) generated by the geometric Frobenius F : x �→ x1/q , so that we have
an exact sequence

0 → I → W(K/K)
deg→ W(k/k)(= Z) → 0,

where I is the inertia subgroup, and W(k/k) is identified with Z by F �→ 1. Let �
be a prime number �= p, Eλ a finite extension of Q�, and ρ : W(K/K) → GL(V )

a continuous representation, where V is a finite dimensional Eλ-vector space. As in
the discussion following Lemma 1, by Grothendieck’s local monodromy theorem,
there exists an open subgroup I1 of the inertia group I ⊂ W(η/η) and a nilpotent
morphism N : V (1) → V , such that ρ(g) = exp(N.t�(g)) for all g ∈ I1, where
t� : I → Z�(1) is the �-primary component of the tame character. The morphism
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N ∈ End(V )(−1) is unique, hence Galois equivariant: for g ∈ W(K/K), one has

ρ(g)Nρ(g)−1 = q−deg(g)N (143)

(as g acts on Z�(−1) by a �→ qdeg(g)a). In particular, if F̃ is a lifting of F in
W(K/K), one has

Nρ(F̃ ) = qρ(F̃ )N. (144)

In ([D25, 1973], 8.3, 8.4), Deligne constructs an algebraic group

′W(K/K) (145)

such that isomorphism classes of continuous representations ρ as above correspond
bijectively to isomorphism classes of algebraic representations of ′W(K/K) (over
Eλ). This group is now called the Weil–Deligne group (of K). It is defined
as the semidirect product of the (discrete) group W(K/K) by Ga (over Q),
W(K/K) acting on Ga by gxg−1 = q−deg(g)x, as suggested by (143).29 If E is
a field of characteristic zero, an (algebraic) representation of ′W(K/K) in a finite
dimensional E-vector space W is a pair (ρ′, N ′) consisting of a homomorphism
ρ′ : W(K/K) → GL(W) and a nilpotent endomorphism N ′ of W satisfying the
relation ρ′(g)N ′ρ′(g)−1 = q−deg(g)N ′. Starting with a continuous homomorphism
ρ : W(K/K) → GL(V ) as above, and choosing an isomorphism τ : Q�(1)

∼→ Q�

(of Q�-vector spaces) and a lift F̃ of F as above, the pair (ρ′, N ′) associated with ρ

is defined by taking N ′ = N (using τ ) and ρ′(F̃ nσ ) = ρ(F̃ nσ )exp(−t�(σ )N); the
isomorphism class of ρ′ does not depend on the choices.

The interpretation of ρ in terms of ρ′ is purely algebraic, in particular, does not
depend of the topology of Eλ. This change of viewpoint had useful consequences.

(a) It enabled to define the notion of F -semisimplification (of a representation ρ)
([D26, 1973), 8.6) (in particular, ρ is F -semisimple if and only if ρ(F̃ ) is
semisimple (this doesn’t depend on the choice of F̃ )), and that of a strictly
compatible system of λ-adic representations of W(K/K) ([D26, 1973), 8.8),
and consequently that of a strictly compatible system of λ-adic representations
of the Weil group of a global field k. For such a system, and k the function field
of a smooth irreducible curve over Fq , Deligne proved a product formula for the
global constant of the family (see Sect. 6.3).

(b) The Weil–Deligne group appears in the formulation of the Deligne–Langlands
conjecture (see Sect. 10), and, more generally, in the local Langlands correspon-
dence. For a local field K as above, and an integer n ≥ 1, this correspondence,
for GLn, is a bijection π �→ ρπ between the set of isomorphism classes

29A variant of this construction was later considered by Langlands, with Ga replaced by SL2,
[164].
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of smooth irreducible (complex) representations π of GLn(K) and the set
of isomorphism classes of continuous F -semisimple n-dimensional (complex)
representations ρπ of the Weil–Deligne group ′W(K/K), characterized by
the property of preserving L-functions and ε-factors of pairs and extending
the Artin correspondence for n = 1. In a seminal letter to Piatetski-Shapiro
[65], Deligne sketches how to construct such a correspondence, for K = Qp,
p �= 2, by looking at the action of GL2(Qp)×H ∗ ×W(Qp/Qp) on the group
of �-adic vanishing cycles R1Ψ (Q�) of the modular curve of p∞-level (cf.
Sect. 2.3 “Reduction mod p”) at a supersingular point E of the special fibre over
Fp (here H = End(E)). The correspondence was then established in general by
Laumon–Rapoport–Stuhler [172] for K of equal characteristic, and by Harris
and Taylor [111], and, independently, Henniart [116], in the mixed characteristic
case (a simplified proof was recently found by Scholze [232]).

6.3 Local Constants of L-Functions

Construction of Local Constants

Deligne shows in ([D26, 1973], 4.1) that there exists a rule associating with each
local field K as in Sect. 6.2, K a separable closure of K , dx a Haar measure on
K , ψ a nontrivial additive character of K , ρ : W(K/K) → GL(V ) a continuous
homomorphism, where V is a finite dimensional complex vector space, a number

ε(V,ψ, dx) ∈ C∗, (146)

(called a local constant) satisfying a number of functoriality and normalization
properties which characterize this rule uniquely. The functoriality properties consist
of mutiplicativity in short exact sequences, homogeneity in ψ (replacing ψ by aψ

replaces ε by adim(V )ε), and compatibility with finite separable induction (see loc.
cit. for the precise formulation). The normalization is that for dim(V ) = 1, i.e., ρ
defined by a quasi-character χ : W(K/K) → C∗, one has

ε(V,ψ, dx) = ε(χ,ψ, dx), (147)

where the right hand side is the constant appearing in Tate’s local functional
equation (see (loc. cit., 3.3.1)). In particular, ε(χ,ψ, dx) = 1 if χ is unramified
(and

∫
R dx = 1, ψ|R = 1), and ε(χ,ψ, dx) = ∫

K∗ χ−1(x)ψ(x)dx if χ is ramified
(essentially a Gauss sum in the tame case). These constants for V and its dual are
related by a simple functional equation.

If now k is a global field, and W a finite dimensional (continuous) complex
representation of the Weil group of k, the (Weil) L-function of W satisfies a
functional equation where the global constant ε(W) is equal to a product of local
constants ε(Wv,ψv, dxv) (loc. cit. 5.11.3). Thanks to the formal properties of the
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local constants, this formula is reduced to the case where W is of dimension 1, i.e.,
to the functional equation for Hecke L-functions.

These results had been obtained earlier by Langlands [162]. His construction of
the local constants was achieved by a purely local method and some details remained
unpublished.30 Deligne’s proof, which is much simpler, uses a global argument,
based on a formula expressing the behavior of the local constant under torsion of W
by a very ramified character of K∗.

The Case of Function Fields

Let now k be the function field of a geometrically irreducible smooth projective
curve X0/Fq , k a separable closure of k, Eλ a finite extension of Q�, with � �= p

(p = char(Fq)), and ρ : Gal(k/k) → GL(W) a finite dimensional (continuous)
representation of Gal(k/k) over Eλ, which is almost everywhere unramified. This
representation is the stalk F0η at the geometric point η = Spec k of a lisse Eλ-sheaf
F0 of rank r = dim(W) on an open Zariski subset j0 : U0 ↪→ X0. The L-function
L(W, t) (t = q−s) is Grothendieck’s L-function (an element of Eλ(t))

L(W, t) = L(X0, j0∗F0, t),

defined by the product

L(W, t) :=
∏

v∈|X0|
det(1 − Fvt

deg(v), j∗F )−1

indexed by the closed points of X0 (= places of k), where (j∗F )v = WIv , Iv
denoting an inertia group at v over v (cf. (73)). Grothendieck’sL-functionsL(G0, t)

for G0 in Db(X0,Q�) satisfy a functional equation of the form

L(G0, t) = det(−F t,RΓ (X,G))−1L(D(G), t−1),

whose proof, by reduction to the case of finite coefficients, relies on a trace
formula for Frobenius applied to (derived) symmetric powers of RΓ (X,G), which
itself makes a crucial use of Deligne’s symmetric Künneth formula (13). Here, as
D(j0∗F0) = j0∗DF0 (91), as observed by Deligne in ([D26, 1973], 10.8), the
functional equation of L(W, t) takes the simple form

L(W, t) = ε(W, t)L(W∨(1), t−1)(= ε(W, t)L(W∨, q−1t−1)),

30See Langlands’s comments on his website, on Langlands’s Notes on Artin L-functions.
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where

ε(W, t) = ε(W)t−χ(X,F ),

ε(W) = det(−F,H ∗(X, j∗F ))−1

(with the notation of Sect. 5.1 for (X,F ), and χ(X,F ) =∑
(−1)idimHi(X,F )).

The case of Weil L-functions discussed above suggested to Deligne a formula for
ε(W) as a product of local constants, namely,

ε(W) =
∏

v∈|X0|
ε(Wv,ψv, dxv), (148)

where dx = ⊗dxv is a decomposition of the Tamagawa measure on Ak giving mass
1 to Ak/k, with total mass of Ov (the completed local ring of X0 at v) equal to
1 for almost all v, and ψ a nontrivial additive character of Ak/k, inducing ψv on
kv = Frac(Ov). The conjectural formula (148), implicit in [D26, 1973], was stated
in [74], where Deligne gave it the equivalent geometric form (loc. cit, II 2.3, IV
2.1.3)

ε(W) = q(1−g)dimW
∏

v∈|X0|
ε(Wv,ψv, (dx)0v), (149)

where g is the genus of X, and (dx)0v denotes the Haar measure on kv of total
mass 1.

In [D26, 1973] Deligne proved (148) in two cases: (a) F0 has finite geometric
global monodromy, i.e., the restriction of ρ to π1(U, η) = Ker(π1(U0, η) →
Gal(F/Fq)) has finite image, (more generally, for any Weil representation on a
global field) (ii) ρ belongs to an infinite family (ρλ)λ∈L of strictly compatible
representations ρλ : Gal(k/k) → GL(Vλ), where L is an infinite set of finite
places λ �= p of a number field E, Vλ a finite dimensional vector space over the
completion of E at λ, and strict compatibility means compatibility of the associated
Weil–Deligne representations (or, which suffices, of their F -semisimplifications) at
each place of X0, as mentioned in (a) after (145).

In a long letter to Serre [D30, 1974], Deligne described a strategy to prove (148),
based on his symmetric Künneth formula (13) and the known relations between
symmetric powers of a curve and its Jacobian, and solved the problem in the rank
one case. Working at a finite level, with a finite local ring of coefficients Λ, of
residue characteristic �, the problem is to determine the graded invertible Λ-module
det(RΓc(U,F )) up to a unique isomorphism. Suppose that χc(U,F ) = −N , with
N ≥ 1. Then, using (13) and some general nonsense on the category of graded
invertible modules, viewed as a category of stable projective modules, one gets the
following formula, which is the starting point of the theory:

detRΓc(U,F ) = (detRΓc(SymN(U), Γ N
ext(F )))(−1)N+1

. (150)
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In the case: U0 = X0, F0 lisse of rank 1, so that N = 2g − 2, where g is the genus
of X, the right hand side of (150) can be easily analyzed through the Leray spectral
sequence of the canonical morphism

π : Sym2g−2(X) → J 2g−2 (151)

(where J 2g−2 is the component of degree 2g−2 of PicX), whose fibers are projective
spaces, and is smooth outside the canonical class. In fact, by this method, and
techniques of geometric class field, Deligne treated more generally the case of
any lisse F0 of rank one on U0, with arbitrary ramification along X0 − U0 (and
obtained (148)).

Elaborating on this, in [74] Deligne proved (148) for F0 tamely ramified of any
rank, and in a subsequent seminar, planned to generalize this to the case where j∗F
is arbitrarily ramified (using as another ingredient his theory of nearby cycles over
general bases Sect. 7.4). However, the details were not written up. One reason is that
in [171] Laumon gave a proof of (149) in the general case, by a different method,
using Deligne’s �-adic Fourier transform, and his �-adic analogue of the stationary
phase principle (134). This product formula was later a key ingredient in the
proof by Lafforgue of the Langlands correspondence for GLn over function fields
[159]. Note that, in turn, Lafforgue’s theorem, combined with the local Langlands
correspondence (cf. (b) after (145)), shows that an irreducible lisse Q�-sheaf F0 on
U0 with finite determinant is a member of an infinite strictly compatible system of
such sheaves.

Additional Results

Deligne made two additional contributions to the study of the local constants.

(a) In [D37, 1976], he considers the local constant ε(V ⊗ ωs,ψ, dx) (where ωs

is the quasi-character x �→ ||x||s of K∗ = W(K/K)ab), for a real virtual
representation V of Gal(K/K), of dimension 0 and determinant 1. This local
constant depends neither on ψ nor dx, which can therefore be omitted from the
notation. He gives a formula for ε(V ⊗ ω1/2), namely

ε(V ⊗ ω1/2) = exp(2πicl(w2(V ))), (152)

where cl(w2(V )) is the image in (Q/Z)2 = ±1 of the second Whitney class
of V , w2(V ) ∈ H 2(G,Z/2Z) (G a finite quotient of Gal(K/K) through
which V factorizes), by the composite of the natural map from H 2(G,Z/2Z) to
H 2(Gal(K/K),K

∗
), and the map inv : H 2(Gal(K/K),K

∗
) → Q/Z of local

class field theory. By the reciprocity law, this theorem implies earlier results of
Fröhlich and Queyrut [95].
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(b) In the proof of the existence of a theory of local constants, Deligne used, as
a crucial ingredient, a formula expressing the behavior of the local constant
under torsion of W by a very ramified character of K∗. In a joint paper with
Henniart [D48, 1981], he generalizes this to the torsion of W by a representation
of W(K/K) of arbitrary dimension.

6.4 Abelian L-Functions and Hilbert–Blumenthal Moduli
Spaces

In [63], following a suggestion of Serre, Deligne described how congruences among
values at negative integers of abelian L-functions for totally real fields would
follow from a theory of p-adic Hilbert modular forms. Such a theory would rely
on the construction over Z of certain Hilbert–Blumenthal moduli schemes, having
irreducible geometric fibers in characteristic p. He proposed this construction to
Rapoport as a problem for his thesis. Rapoport solved it in [214]. Deligne and Ribet
exploited this in [D45, 1980]. The crux of their article is an irreducibility theorem
(loc. cit., 4.6) of the above mentioned type, whose proof—in addition to the results
of [214]—uses a description of ordinary abelian varieties over finite fields given
much earlier by Deligne [D7, 1969]. As a corollary they obtain a q-expansion
principle for Hilbert modular forms on Γ00(N), giving rise to integrality results
for the values at negative integers of the corresponding L-functions, Kummer-type
congruences, and the construction of p-adic L-functions.

However, it was later discovered that a key result in [214] used by Deligne and
Ribet in [D45, 1980] was wrong: the compactification M constructed by Rapoport
for the moduli space M for g-dimensional abelian varieties with multiplication by
the ring of integers of a totally real field of degree g over Q and level structure Γ (n),
n ≥ 3, could not be proper and smooth over Z[μn][1/n], as asserted, because at the
primes p dividing the discriminant Δ of K the corresponding �-adic representation
of Gal(Q/Q) is ramified (p prime to � and n) (as was already observed for g = 2 in
[110]). In [D79, 1994] Deligne and Pappas fill in the gap by modifying the moduli
problem: the new moduli problem contains the old one as an open subscheme with
dense fibers, and can be compactified into a scheme proper over Z[μn][1/n], whose
fibers over the primes p dividing Δ are singular (in fact, they are shown to be local
complete intersections, smooth in codimension 1, in particular, normal). With this
modification, the desired irreducibility property can be proved, and the main results
of [D45, 1980] are restored.



Pierre Deligne: A Poet of Arithmetic Geometry 111

7 Nearby Cycles and Euler Numbers

7.1 The Picard–Lefschetz Formula

In SGA 7 (= [6]) Grothendieck introduced and studied the nearby and vanishing
cycles functors RΨ and RΦ, both in the complex analytic setup for Betti coho-
mology, and in the algebraic setup, for étale cohomology. He used them to give a
proof of Milnor’s conjecture on the quasi-unipotency of the monodromy of a Milnor
fiber at an isolated critical point of a holomorphic function on a smooth complex
analytic space (see Sect. 7.2), and, more generally, of the monodromy theorem,31

in equal characteristic zero (and conditionally otherwise32). Deligne gave a brief
account of this in (loc. cit., I), and developed the formalism in more detail in ([7] (=
[D19, 1972]), XIII, XIV). In particular, he proved a comparison theorem ([7], XIV,
2.8) between Betti and étale nearby cycles, similar to Artin’s comparison theorem
between étale and Betti higher direct images by a morphism of C-schemes separated
and of finite type.

A central result in the theory is the Picard–Lefschetz formula, which describes
the variation morphism for isolated ordinary quadratic singularities. Unable to
make sense of the topological arguments of Lefschetz [174], Grothendieck left it
to Deligne to write a proof and translate the result into étale cohomology. This was
the object of Deligne’s exposé ([7], XV). See (loc. cit., 3.2.1, 3.3.5) for a precise
statement of the formula in the étale cohomology setup. The datum is a flat, finite
type morphismX → S, of relative dimension n, with (S, s, η) a henselian trait, such
that the special fibre Xs is smooth except for an ordinary quadratic singularity at a
single closed point. For n even, the proof is algebraic. But for n odd, Deligne used
a deformation argument to reduce, by means of the comparison theorem mentioned
above, to the classical formula over C, of which he gave a transcendental proof in
([7], XIV).33 Grothendieck used the Picard–Lefschetz formula in relative dimension
1 in the proof of the semistable reduction theorem for abelian varieties ([6], IX
12.5). In arbitrary dimension, the Picard–Lefschetz formula was the basis for the
cohomological study of Lefschetz pencils, done by Katz in ([7], XVII, XVIII),
which in turn played a critical role in [Weil I], as we have seen (Sect. 5.5).

A p-adic theory of vanishing cycles is still lacking. In the mixed characteristic
(0, p) case, analogues of �-adic vanishing or nearby cycles, with Q� replaced by
Qp, were considered and studied by Bloch–Kato [37], and many others afterwards.
They play an important role in p-adic Hodge theory. However, they are far from
giving rise to the expected theory, as in the case of good reduction they are already

31This theorem says that, if (S, s, η) is a henselian trait and X/η is separated and of finite type, η a
geometric point over η, and n an integer invertible on S, an open subgroup I1 of the inertia group
I acts unipotently on H ∗(Xη,Z/nZ) (resp. H ∗

c (Xη,Z/nZ)).
32Grothendieck gave an unconditional proof for H ∗

c (Xη,Z/nZ) by another argument, of arithmetic
nature, see (loc. cit., I).
33A purely algebraic proof was found later [126].
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highly nontrivial invariants. In [D57, 1984], Deligne proves the following theorem
(a generalization of a result of Furstenberg):

Theorem 41 Let k be a field and g =∑
anxn a formal series in N indeterminates

x = (x1, · · · , xN) (n = (n1, · · · , nN )). Consider the series

IN(g) =
∑

n

an,··· ,ntn ∈ k[[t]].

If g is algebraic over k(x1, · · · , xN) and k is of characteristic p > 0, then IN(g) is
algebraic over k(t).

The relation between Theorem 41 and the sought for theory of p-adic vanishing
cycles comes from the following integral formula for IN(g) when k = C and g is
convergent:

IN(g) =
∫

Z(t)

gdz1 · · · dzN/dt, (153)

where Z(t) is the “vanishing cycle” at 0 for the morphism AN →
A1, (x1, · · · , xN) �→ x1 · · · xN , defined by Z(t) = {(x1, · · · , xN)|x1 · · · xN =
t, |x1| = r1, · · · , |xN | = rN } with

∏
ri = |t|. The case N = 2 is the Picard–

Lefschetz situation in relative dimension 1. The proof of Theorem 41 is by induction
on N , and, for N = 2, uses a form of Grothendieck duality for coherent sheaves on a
surface. Deligne expresses the hope that a suitable theory of p-adic vanishing cycles
would yield a direct proof in the general case, and, for g with integer coefficients,
an estimate in O(pM) for the degree over Fp(t) of the reduction mod p of IN (g).

7.2 The Milnor Number

Let f : (Cn+1, 0) → (C, 0) be a germ of holomorphic function, with f (0) = 0,
smooth outside 0. Milnor showed in [192] that if B is a small closed ball around
0 ∈ Cn+1, then, for t ∈ C sufficiently close to 0, Vf := B ∩ f−1(t) is a
manifold with boundary having the homotopy type of a bouquet of r n-dimensional
spheres, these manifolds Vf (later called Milnor fibers) forming a locally trivial
fibration over a sufficiently small punctured disc centered at 0. In particular, if H̃ ∗ =
CokerH ∗(pt) → H ∗, we have H̃ q(Vf ,Z) = 0 for q �= n, and H̃ n(Vf ,Z) = Zr .
Moreover, Milnor gave a differential interpretation of the integer r , namely,

r = dimCC[[x0, · · · , xn]]/(∂f/∂x0, · · · , ∂f/∂xn). (154)
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In Grothendieck’s notation, H̃ q(Vf ,Z) = RqΦf (Z){0}. If f comes from an
algebraic map f̃ from an étale neighborhood of {0} in An+1

C to an étale neighbor-
hood of {0} in A1

C, then, by the comparison theorem, RqΦf (Z){0}) ⊗ Z/�Z =
RqΦf̃ (Z/�Z){0}, where the right hand side is taken for the étale topology, so
that (154) has a purely algebraic meaning. This suggested to Deligne the following
algebraic analogue.

Let (S, s, η) be a strictly local trait, with algebraically closed residue field k =
k(s), let η be a geometric point over η, I the inertia group. Let f : X → S be a
flat, finite type morphism, of relative dimension n, with X regular, x a closed point
of Xs , and assume that f |X − {x} → S is smooth. Then f is a locally complete
intersection morphism, and the cotangent complex LX/S is just Ω1

X/S . The sheaf

D1
X/S = E xt1(Ω1

X/S,OX) is a coherent module supported on x. Deligne defined
the Milnor number of f at x as the length of the OX,x-module which is its stalk
at x:

μ(f, x) = lg(D1
X/S,x). (155)

This generalizes the right hand side of (154). He then conjectured the following
formula, generalizing (154):

(−1)ndimtot(RΦf (Z/�Z)x) = μ(f, x). (156)

Here

dimtot(RΦf (Z/�Z)x ) :=
∑

i

(−1)idimtot(RiΦf (Z/�Z)x), (157)

where, for a finite dimensional F�-representation V of the inertia group I ,
dimtot(V ) := dim(V ) + sw(V ), sw(V ) denoting the Swan conductor of V .34 In
fact, it was later observed that, under the above assumptions, RiΦf (Z/�Z)x = 0
for i �= n, so that the left hand side of (156) is equal to dimtot(RnΦf (Z/�Z)x). In
([D19, 1972], XVI), Deligne proved (157) for n = 0 or S of equal characteristic.
The case n = 1 was treated by Orgogozo [209]. The general case is still open.
Variants in equal characteristic and with coefficients have recently been established
by T. Saito, in the case of surfaces in [225], and in arbitrary dimension in [227].

7.3 Wild Ramification and Euler–Poincaré Characteristics

Let X be a projective smooth curve over an algebraically closed field k of
characteristic p, and � a prime number �= p. If F is a constructible F�-sheaf

34“dimtot” stands for “dimension totale”.
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on X, the Grothendieck–Ogg–Shafarevich formula ([5], X) expresses the Euler–
Poincaré characteristic χ(X,F ) = ∑

(−1)idimHi(X,F ) in terms of the generic
rank r(F ) of F and local invariants ax(F ) at the points of non smoothness of F :

χ(X,F ) = χ(X)r(F ) −
∑

x∈X(k)

ax(F ), (158)

where χ(X) = χ(X,F�) = χ(X,Q�) and ax(F ) = r(F )−dim(Fx)+sw(Fηx ) is
the total drop of rank, ηx denoting a geometric generic point of the strict localization
of X at x.

In a series of letters, to Katz [67] and to me [68–72], Deligne began investigating
generalizations of (158) to higher dimensions. Here are the main points. See [129]
for more details.

Local Behavior

It follows from (158) that if F1 and F2 are constructible F�-sheaves on X having
the same local behavior at each point, then they have the same Euler–Poincaré
characteristic. In [70], using pencils, Deligne showed that, more generally, if X/k

is proper and smooth (of any dimension), and F1, F2 are constructible F� (or F�)
sheaves on X whose images in the corresponding Grothendieck group are locally
equal, then χ(X,F1) = χ(X,F2). A little later, by a different method, inspired by
his work with Lusztig [D35, 1976] (see Sect. 8.1 “A Fixed Point Formula”), Deligne
proved a strong refinement, namely, that if F1 and F2 have the same rank and wild
ramification at infinity along the strata of a suitable stratification of X where they
are lisse, then χ(X,F1) = χ(X,F2) still holds [123]. In particular, if F = j!G ,
for j : U ↪→ X the complement of a divisor, and G lisse of rank r on U , and tamely
ramified along X − U , then χc(U,G ) = rχc(U).35

It was recently shown by T. Saito and Yatagawa [226] that the equality
χ(X,F1) = χ(X,F2) holds more generally for Fi a constructible F�i -sheaf, with
�1 and �2 different from p, and possibly unequal, provided that F1 and F2 “have
the same wild monodromy” (a (weaker) variant of the condition described above36).
In fact, under this assumption, F1 and F2 have the same characteristic cycle (in the
sense of [227]).

35The same holds for χ , as χc(U,G ) = χ(U,G ) by Laumon [168].
36For surfaces, this variant is re-interpreted in [141] as an equality of conductors for the restriction
to every curve.
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Jump of Swan Conductor

A natural way of attacking the problem (of generalizing (158)) was by the usual
strategy of fibration into curves, hence a preliminary question was to understand
the behavior of the Swan conductor swxt (Ft ) of a sheaf Ft on a curve Xt , when
(Xt ,Ft , xt ) moves in a family over a parameter space S. Deligne proved the
following result [69, 167], analogue of the result on irregularities in his letter to
Katz in [D107, 2007] (cf. Sect. 3.4):

Theorem 42 Let f : X → S be a smooth relative curve, with S excellent
noetherian, j : U ↪→ X the complement of a closed subscheme Y , finite and flat
over S. Let � be a prime invertible on S, and F a lisse F�-sheaf on U , of constant
rank r . Then the function

ϕ : S → N, s �→ ϕ(s) =
∑

x∈Ys
(swx(j!F |Xs)+ r)

(where s is a geometric point over s) is constructible and lower semicontinuous. If
it is locally constant, f is universally locally acyclic with respect to j!F .

When S is a strictly local trait, with closed (resp. generic) point s (resp.
η), case to which the problem can be reduced by a global to local method,
cf. Sect. 1.4 “Finiteness”, and Ys consists of a single point x, Deligne gave a formula
for the jump of the Swan conductor:

ϕ(s)− ϕ(η) = −dim(R1Φf (j!F )x). (159)

This theorem was recently revisited by T. Saito, who gave a simplified proof [227].

Surfaces

Let X/k be a proper and smooth surface (k algebraically closed of characteristic
p �= � as above), D ⊂ X a divisor, j : U = X −D ↪→ X, and F a lisse F�-sheaf
of rank r on U . In [70], under some restriction on the ramification of F , Deligne
wrote a formula for χ(X, j!F ) of the form

χ(X, j!F ) = rχ(X)− δ(X,F ), (160)

where the error term δ(X,F ) is a sum of terms depending on the generic wild
ramification of F along the components of D, and also at a finite number of
exceptional closed points of D. The restrictive hypothesis is that F has no fierce
ramification, i.e., at each maximal point of D, the normalization of X in a finite
extension trivializing F does not make appear any purely inseparable extension of
the residue field. The proof of (160) uses a method of pencils. The details were
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written up by Laumon in his thesis (Compléments à “Caractéristique d’Euler–
Poincaré de faisceaux constructibles sur une surface”, Orsay, 1983), see [169] for
an overview. In [71] Deligne investigates the fierce case, and studies Artin–Schreier
examples in detail.

With these letters Deligne initiated a new line of research to which several
mathematicians have brought important contributions (especially K. Kato and T.
Saito) and is still active today. In [225] T. Saito treated the general fierce case on a
surface. In [79], Deligne sketched a theory of singular support, characteristic cycle,
and Euler–Poincaré formulas à la Brylinski–Dubson–Kashiwara, that Beilinson [29]
and T. Saito [227] recently developed in full generality. See [129] for a brief report.
Further progress in the direction of the ultimate goal, i.e., a Grothendieck–Riemann–
Roch type formula for �-adic sheaves, was made by T. Saito in [228].

7.4 Nearby Cycles Over General Bases

In the wake of his proof of the product formula conjecture (148) in the tame case
Deligne introduced in [170] a new geometric and cohomological tool, enabling him
to study nearby cycles in families. It had been known in the late 1970s that Milnor
fibrations didn’t generalize well to bases of dimension >1 (see [220]). A fortiori,
it looked doubtful that one could construct a reasonable theory of nearby cycles
in étale cohomology over bases of arbitrary dimension. This is nevertheless what
Deligne did.

Given morphisms of topoi f : X → S, g : Y → S (the case of interest is
when f and g are the morphisms of étale topoi of schemes), Deligne constructs

a topos X
←×S Y (the oriented product of f and g), together with 1-morphisms

p1 : X ←×S Y → X, p2 : X ←×S Y → Y , and a 2-morphism τ : gp2 → fp1,
which is universal for these properties (see [170], ([131], XI)). In the case g = IdS
and f comes from a morphism of schemes (still denoted f ), X

←×S S is called the
vanishing topos of f . The pair of projections (pr1 = IdX, f : X → S) defines a

morphism Ψf : X → X
←×S S such that p1Ψf = IdX, p2Ψf = f , whose derived

functor

RΨ : D+(X,Z/nZ) → D+(X
←×S S,Z/nZ) (161)

generalizes the usual functor of nearby cycles when S is a henselian trait. The
derived category cokernel RΦf of the canonical morphism p∗

1 → RΨf generalizes
the vanishing cycles functor. When f is a morphism of finite type between
noetherian schemes, there is a good notion of constructible sheaf of Z/nZ-modules

on X
←×S S, and, consequently, of the derived category Db

c (X
←×S,Z/nZ),

consisting of complexes with bounded, constructible cohomology. Assume now
that n is invertible on S. Deligne proved that, for K ∈ Db

c (X,Z/nZ), RΨfK is
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in Db
c (X

←×S S,Z/nZ) and base change compatible provided that the locus of local
acyclicity of (K, f ) is quasi-finite over S. He conjectured that, with no assumption
on the locus of local acyclicity of (K, f ), this property would hold after a suitable
modification of S (depending on (K, f )). That was proven by Orgogozo [210]. For

f = IdS and g : Y → S, the topos S
←×S Y , called the co-vanishing topos, a variant

of a topos introduced by Faltings in p-adic Hodge theory, plays a role in the p-adic
Simpson correspondence, studied by Abbes–Gros-Tsuji [9].

8 Reductive Groups

8.1 Deligne–Lusztig

Representation theory of finite groups of Lie type has a long history (see, e.g.,
[56, 177, 238]). Let k be an algebraic closure of the finite field Fq of characteristicp,
G0/Fq a (connected) reductive group, G/k deduced from G0 by base change (with
the notational convention of Sect. 5.1). Let F be the Frobenius k-endomorphism
of G. The fixed point scheme GF is the finite group G0(Fq). In [D35, 1976]
Deligne and Lusztig describe a cohomological procedure to construct irreducible
representations of GF . In fact, for any maximal F -stable torus T ⊂ G and
character θ of T F , they construct a (virtual) representation Rθ

T of GF , which is
irreducible if θ is sufficiently general, and cuspidal if T/Z(G) is anisotropic. In
particular, they prove Macdonald’s conjecture. Further results, pertaining to duality,
are discussed in ([D51, 1982], [D54, 1983]). Their method made a breakthrough,
and was very influential. An especially rich development is Lusztig’s theory of
character sheaves, already alluded to at the end of Sect. 5.7 “Laumon’s Contribution
and Applications”, which provides a complete solution to the classification of
irreducible representations of finite groups of Lie type, in the spirit of the geometric
Langlands correspondence.

In what follows, we only give a brief account of some of Deligne–Lusztig’s main
results, essentially extracted from Serre’s Bourbaki report [238].

Deligne–Lusztig Varieties

Let T = T0 ⊗ k be as above, and let W be the Weyl group (inverse limit, under
conjugation, of N(T ′)/T ′ for T ′ a maximal torus). Let X be the (projective)
variety of k-Borel subgroups of G, which, for B ∈ X, is identified with G/B by
gB �→ gBg−1. Let G act on X × X by diagonal conjugation: g(B1, B2)g

−1 =
(gB1g

−1, gB2g
−1). By the Bruhat decomposition, for any (B1, B2) ∈ X×X, there

exists g ∈ G, B ∈ X, and a unique w ∈ W such that (B1, B2) = g(B,wBw−1)g−1.

We then say that B1, B2 are in relative position w (written B1
w− B2). Thus, W
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parametrizes the orbits of G on X×X. Let O(w) denote the orbit relative to w, i.e.,

O(w) := {(B1, B2)|B1
w− B2}. It is a smooth scheme of dimension dim(X)+ l(w),

where l(w) is the length of w. The Frobenius endomorphism F of G acts on X by
B �→ FB.37 For w ∈ W , Deligne–Lusztig define the locally closed subscheme

X(w) := {B ∈ X|(B, FB) ∈ X(w)}, (162)

i.e., the (transverse) intersection of O(w) with the graph of Frobenius. The X(w)

are smooth subschemes of X of dimension l(w), and they form a stratification of
X. For w = e, X(e) is the finite set of B’s such that B = FB, i.e., (G0/B0)(Fq)

if B = B0 ⊗Fq k is one of them. If G = GLn, X is the variety of complete flags
D = (D1 ⊂ · · · ⊂ Dn−1) in An

k , and for w ∈ W = Sn the circular permutation
(1, · · · , n), X(w) is identified by D �→ D1 with the set of lines in An

k not contained
in any Fq -rational hyperplane (D is then the flag D1 ⊂ D1 + FD1 ⊂ D1 + FD1 +
F 2D1 ⊂ · · · ).

The representations Rθ
T mentioned above are obtained from certain GF -

equivariant T F -torsors on the Deligne–Lusztig varieties X(w), whose definition
depends on auxiliary choices. Namely, let U be a unipotent subgroup of G such
that B = T .U is a Borel subgroup (so that U is the unipotent radical of B). Let w
be the element of W such that B ∈ X(w). Let L : G → G be the Lang isogeny,
g �→ g−1Fg, whose kernel is GF . Define

XU := L −1(FU) ⊂ G. (163)

This is a GF -torsor on FU . It also has a compatible action of T F : GF ×T F acts on
XU by (g, t)x = gxt . From the projection G → X one deduces an isomorphism

X(w)
∼→ XU/T

F .(U ∩ FU), (164)

which makes ZU := XU/(U ∩ FU) a GF -equivariant T F -torsor on X(w). Let
� be a prime �= p, and Q� an algebraic closure of Q�. If Γ is a finite group, we
denote by R(Γ,Q�) (or R(Γ )) the Grothendieck group of finite dimensional Q�-
representations of Γ . A homomorphism θ : T F → Q

∗
� defines a GF -equivariant

lisse rank 1 Q�-sheaf Fθ on ZU/T
F (or X(w) via (164)). The representation Rθ

T is
the virtual representation of GF

Rθ
T :=

∑
(−1)iH i

c (ZU/T
F ,Fθ ), (165)

an element of R(GF ). If π : ZU → ZU/T
F is the projection, we have a GF -

equivariant decomposition π∗Q� = ⊕
θ :T F→Q

∗
�
Fθ , hence H ∗(ZU,Q�) decomposes

37More precisely, F−1(B(q)), for F : G → G(q) the relative Frobenius.
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into

H ∗(ZU,Q�) = ⊕
θ :T F→Q

∗
�
H ∗(ZU/T

F ,Fθ ), (166)

and

∑
(−)iH i(ZU,Q�) =

∑
Rθ
T . (167)

A miracle—whose proof is at the core of [D35, 1976]—is that Rθ
T does not depend

on the choice of U (which justifies the notation). The map θ �→ Rθ
T extends to a

Q�-linear induction homomorphism

RT : R(T F ) → R(GF ), ρ �→ R
ρ
T . (168)

When one can choose U such that U = FU , so that B = FB, hence w = 1,
which is the case, for example, when T0 is split, then ZU = GF .U/U = GF/UF

is finite (and ZU/T
F = GF/BF = (G/B)F ). Then H ∗(ZU ,Q�) = H 0(ZU,Q�),

and RT is the usual procedure, consisting in restricting θ to BF via the projection
BF → T F , and inducing it, in the classical sense, to GF . New representations occur
for w �= 1. For G = SL2, and T0 a nonsplit torus, then one can show that ZU is
isomorphic to the affine curve of equation xyq − xqy = 1, with its linear action of
GF . Drinfeld had studied this example, and showed that cuspidal representations of
GF occurred as summands of the form Rθ

T in
∑

(−)iH i(ZU,Q�) (167). This was
the starting point of Deligne–Lusztig’s theory.

A Fixed Point Formula

The main tool in the calculation of the characters of the representations Rθ
T is a

Lefschetz fixed point formula for certain finite group actions. The main result is the
following ([D35, 1976], 3.2):

Theorem 43 Let k be an algebraically closed field of characteristic exponent p, �
a prime number �= p, and X/k be a scheme separated and of finite type, endowed
with an automorphism g of finite order. Write g = su, where s (resp. u) is a power
of g, and s (resp. u) is of order m (resp. pr ), with (p,m) = 1. Then:

(i) Tr(g∗,H ∗
c (X,Q�)) is in Z and independent of �.

(ii) Tr(g∗,H ∗
c (X,Q�)) = Tr(u∗,H ∗

c (X
s,Q�)).

Here Tr(−,H ∗
c ) :=

∑
(−1)iTr(−,H i

c).

The key case, to which one is easily reduced, is when k is an algebraic closure of
Fq , X = X0 ⊗ k, with X0/Fq quasi-projective, and g is defined on X0. The proof
of (i) relies on two elementary observations (which since then have been applied to
many similar situations): (a) It suffices to show that for n ≥ 1, Tr(F ng,H ∗

c (X,Q�))
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is in Z and independent of � (b) For each n ≥ 1, there exists a (quasi-projective)
Zn/Fqn and an isomorphism Zn ⊗ k

∼→ X by which FZn ⊗Fqn
k = Fng. Assertion

(ii) is reduced to the following theorem, whose proof combines (i) with techniques
of perfect complexes and Brauer theory initiated by Grothendieck and Verdier:

Theorem 44 Let X/k and � be as in Theorem 43, and let G be a finite group acting
freely on X. Then RΓ (X,Z�) is a perfect complex of Z�[G]-modules, and for any
g ∈ G whose order is not a power of p, Tr(g,H ∗

c (X,Q�)) = 0.

This last theorem is at the origin of Deligne’s results on χ(X,F ) mentioned in
Sect. 7.3 “Local Behavior”. The topic has been recently revisited by Serre et al. (see
[130]).

Properties of the Rθ
T

They are obtained by a calculation of the corresponding characters, using Theo-
rem 43, which emphasizes the importance of the knowledge of them on the set
U (GF ) of unipotent elements u ∈ GF , i.e., those of order a power of p, (when
T0 is split, and B = T U is an F -stable Borel, then U (GF ) is just UF (Fq)). This
knowledge is encoded in the so-called Green function

QT : U (GF ) → Q� (169)

defined by QT (u) = R1
T (u). A simple formula expresses the character of Rθ

T in
terms of QT and θ ([D35, 1976], th. 4.2), but the determination of QT is rather
involved. It is given the by Green polynomials (in the case of GLn), and (for
sufficiently big p) by the Springer–Kazhdan formula. However, we have Rθ

T (1) =
QT (1), and QT (1) is known in all cases:

Rθ
T (1)(= dim(Rθ

T )) = QT (1) = εT εG|GF |p′ |T F |−1, (170)

where, for a finite set S, |S| (resp. |S|p′) denotes its cardinality (resp. the prime to
p factor of its cardinality), εG (resp. εT ) is (−1)ρ , ρ denoting the Fq -rank of G0
(resp. T0).

A central result in [D35, 1976] is an orthogonality relation between the characters
of the Rθ

T ’s. In order to formulate it, recall that if Γ is a finite group, and C an
algebraically closed field of characteristic zero (here we will take C = Q�), there is
a pairing on C-valued central functions on Γ given by

〈a, b〉Γ = 1

|Γ |
∑

g∈Γ
a(g)b(g−1),

with respect to which characters of irreducible representations form an orthonormal
basis. Deligne–Lusztig’s orthogonality relation is the following formula:
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Theorem 45 Let T , T ′ be maximal tori of G defined over Fq , and let θ (resp. θ ′)
be an (irreducible) character of T F (resp. T ′F ). Then

〈Rθ
T ,R

θ ′
T ′ 〉GF = N(θ, θ ′), (171)

where N(θ, θ ′) is the number of isomorphisms T → T ′ induced by conjugation by
an element g of GF transforming θ into θ ′, i.e., such that θ(gtg−1) = θ ′(t) for all
t ∈ T F .

This theorem has several important consequences:

• Rθ
T and Rθ ′

T ′ are orthogonal if and only if (T , θ) and (T ′, θ ′) are not GF -
conjugate.

• If N(θ, θ) = 1, in which case one says that θ is general, then Rθ
T is irreducible.

• Assume that no proper parabolic subgroup of G defined over Fq contains T (this
is the case if T modulo the center of G is anisotropic, i.e., of Fq -rank zero). Then
Rθ
T is cuspidal (discrete series in another terminology), i.e., its restriction to the

unipotent radical of any proper parabolic subgroup of G does not contain the unit
representation.

In addition, Deligne–Lusztig give a criterion for disjointness for a pair (Rθ
T , R

θ ′
T ′)

in terms of geometric conjugacy ([D35,1976], 6.3), and prove:

• Every irreducible representation of GF is a constituent of at least one represen-
tation Rθ

T ([D35,1976], 7.7).

They also calculate the values of Rθ
T on semisimple elements of GF , thus obtaining

the results predicted by Macdonald. In addition, they prove a remarkable relation
(loc. cit. 7.3) between Rθ

T and the Steinberg representation St of GF , namely:

Rθ
T .St = εGεT IndG

F

T F (θ), (172)

representations being identified with their characters; (172) applied to g = 1
gives (170).

Duality

Alvis [12] and Curtis [57] discovered and studied a duality operation on characters
of groups of type GF , exchanging the trivial character 1 and that of the Steinberg
representation St. In [D51, 1982] and [D54, 1983], Deligne and Lusztig construct
an explicit lift of this operation to a map DG : R(GF ) → R(GF ). They prove that
with respect to DG, virtual representations of the form Rθ

G are self-dual up to sign,
thus answering positively a question of Alvis (loc. cit.). More precisely, they prove
that

DG(R
θ
T ) = εGεT R

θ
T , (173)
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with the notation of (170). The proof uses a generalization (due to Lusztig) of
the induction (168), where the pair (T , B) is replaced by a pair (L, P ), L a Levi
subgroup of a parabolic subgroup P .

8.2 Central Extensions

Local symbols and central extensions have been a recurrent theme in
Deligne’s work. We have already mentioned his universal coefficients theorem
(Sect. 1.4 “Picard Stacks and Geometric Class Field Theory”), and its analytic vari-
ants (Sect. 4.5 “Link with the Tame Symbol”), which give rise to the construction
of certain central extensions on compact Riemann surfaces with boundary. In 1977–
1978 Deligne ran a seminar at the IHÉS in which, given an absolutely simple, simply
connected algebraic group G over a field k, such that G, as a scheme over k, is a
rational variety, he constructed a canonical extension of G(k) by K2(k) generalizing
that constructed by Matsumoto for G split [189]. The seminar was not written up,
but two related papers arose from it.

(a) In [D84, 1996], for G/k as above, but without the additional assumption of
rationality, and given an integer n invertible in k, Deligne constructs a central
extension

0 → H 2(k,Z/nZ(2)) → G̃(k) → G(k) → 0, (174)

which is defined up to a unique isomorphism, and is functorial in both k

and G (where H 2(k,−) means H 2(Spec k,−) for the étale topology, i.e.,
H 2(Gal(k/k),−) for k a separable closure of k). For G split, it is deduced
from Matsumoto’s extension by pushing out via the Tate symbol

K2(k) → H 2(k,Z/nZ(2)), (175)

defined by {x, y} �→ dx.dy, for x, y in k∗, and d : k∗ → H 1(k,Z/nZ(1))
the boundary of the Kummer sequence. However, Deligne’s construction does
not require G to be split, and for G split does not use Matsumoto’s extension.
The key ingredient of his construction is that, for k = k, H 4(BG,Z/nZ(2)) =
Z/nZ, which he deduces from known results for k = C. It follows that, for k
arbitrary, the relative (étale) cohomology group H 4(BGmodBe,Z/nZ(2)) is
canonically isomorphic to Z/nZ, with a canonical generator cQ associated with
a certain quadratic form Q on the cocharacter group of a maximal torus of G.
This generator has an image in H 2(BG(k),H 2(k,Z/nZ(2)), which defines the
extension (174).

As a by-product of his construction, for k a global field, Deligne defines an
extension of metaplectic type, namely a central extension of the adelic group
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G(Ak) by the group μ(k) of roots of unity in k, canonically trivialized along
G(k):

G(k)

0 μ(k) G(Ak) G(Ak) 0

(176)

(b) Shortly after Deligne completed this work, Brylinski independently found that
the restrictive hypothesis of rationality in Deligne’s construction in his seminar
was superfluous. The upshot was the joint paper [D98, 2001], in which, for
any (connected) reductive group G over a field k, the authors classify central
extensions of G by the sheaf K2 on the big Zariski site of Spec k. If G is
simple and simply connected, the group of isomorphism classes of such central
extensions is Z, and 1 ∈ Z defines a canonical central extension

0 → K2(k) → G̃(k) → G(k) → 0, (177)

which, for G split is the one constructed by Matsumoto. For G = SLn, and
k infinite, G̃ is the Steinberg group Stn, and (177) is the universal central
extension constructed by Milnor. Deligne’s extension (174) associated with cQ
is shown to be obtained from (177) by push-out by the Tate symbol (175).
We refer the reader to the introduction of [D98, 2001] for the statement
of the classification theorem, whose formulation would require too many
preliminaries.

8.3 Braid Groups

Braid groups and the geometry and topology of related buildings or hyperplane
arrangements have been a frequent topic in Deligne’s work. I will discuss only two
contributions.

In [D22, 1972], Deligne proves the following theorem:

Theorem 46 Let V be a finite dimensional real vector space, M a finite set of
linear hyperplanes of V , and Y = VC − ∪M∈MMC, where VC = V ⊗R C,
MC = M ⊗R C. Assume that the connected components of V − ∪M∈MM are
open simplicial cones. Then Y is a K(π, 1).

First examples: (a) V = R, M consisting of the single element {0}, Y = C∗ =
K(Z, 1); (b) V = R2 = C, M consisting of the m lines Rekiπ/m, m ≥ 2, 0 ≤
k < m, Y = C∗ × (P1(C) − μm), a K(π, 1) with π = Z × Fm−1. In example
(b), the dihedral group Dm (with 2m elements) acts freely on Y , and π1(Y/Dm) is
the generalized braid group associated with the Coxeter group Dm. More generally,
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let W be a finite subgroup of GL(V ) such that VW = {0}, and assume that W
is generated by orthogonal reflections for a W -invariant euclidian structure on V .
Then the set M of hyperplanes M such that the orthogonal reflection through M

belongs to W satisfies the condition of Theorem 46, W acts freely on YW = VC −
∪M∈MMC, and XW = YW/W is a K(π, 1) with π the generalized braid group GW

associated with W (defined by the generators gi (1 ≤ i ≤ n = dim(V )) subject to
the sole relations gigj gi · · · = gjgigj · · · where the number of factors on each side
is mij , (mij ) denoting the Coxeter matrix of W). This result had been conjectured
by Brieskorn [43], and proved but for a small number of cases. Deligne’s proof
of Theorem 46, however, is direct, and does not proceed by reduction to the case
of a Coxeter complex. It does not involve any braid group, though some of the
arguments were inspired by Garside’s work on the word problem [99]. It consists in
the construction of a certain building I associated with the data (V ,M ), having the
homotopy type of a bouquet of spheres, and a contractible covering Ỹ of Y defined
in terms of I .

In [D86, 1997], Deligne used the constructions of [D22, 1972] and its key
contractibility result 2.9 to prove the following homotopical uniqueness theorem
in positive braid monoids. Let B+

n be the monoid (without unit) of strictly positive
braids on n strands, n ≥ 2, presented by generators gi (1 ≤ i ≤ n − 1), subject to
the relations gigi+1gi = gi+1gigi+1 and gigj = gj gi for j ≥ i + 2. The canonical
homomorphism from B+

n to the symmetric group Sn sends gi to the transposition
si = (i, i + 1). Let τ : Sn − {e} → B+

n be the set-theoretic section characterized
by τ (si) = gi , τ (st) = τ (s)τ (t) if l(st) = l(s) + l(t). Then the elements τ (w) for
w ∈ Sn − {e} and the previous relations make another presentation of B+

n (loc. cit.,
1.4.4). For b ∈ B+

n , let E(b) the set of ways of writing b as a product of τ (w)’s (see
(loc. cit., 1.5) for a formal definition). Then E(b) has a natural order relation, and
the main result (loc. cit., Th. 1.7) is:

Theorem 47 The geometric realization of E(b) is contractible.

The theorem holds, in fact, more generally, for positive braid monoids associated
with finite Coxeter groups. Deligne deduces from it a convenient description, by
generators and relations, of an action of such a positive braid monoid on a monoidal
category. He applies this to give refinements of Bondal–Kapranov’s theory of
exceptional systems [42], and Broué–Michel’s theory of correspondences on flag
manifolds [45].

8.4 Reductive Groups Over Local Fields

Aside from his letter to Piatetski-Shapiro [65] discussed above (Sect. 6.2 (b)),
Deligne’s work on this topic is essentially contained in the monograph [D58, 1984].
In addition to writing up Bernstein’s exposé on the Bernstein center, Deligne made
two contributions:
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(a) In [D59, 1984] (joint with D. Kazhdan and M.-F. Vigneras), the Jacquet–
Langlands correspondence [135] is generalized to higher ranks. Given an
integer m ≥ 1, a non archimedian local field F , and an F -central division
algebra D of dimension d2, the main theorem constructs38 a bijection between
isomorphism classes of square-integrable representations of GL(n, F ) and
GL(m,D), where n = md , preserving (up to sign) characters, L-functions,
ε-factors. The Jacquet–Langlands case was n = d = 2, and the case m = 1 had
been treated by Rogawski [216]. The proof uses a global argument, and a form
of the Selberg trace formula.

(b) In [D60, 1984], Deligne transposed to the Galois side a principle of Kazhdan
that the theory of representations of a local field of positive characteristic should
be a limit of the corresponding theories for local fields having the same residue
characteristic and absolute ramification index tending to infinity. Let F be a
complete discrete valuation field, with perfect residue field k of characteristic
p > 0, ring of integers O , and maximal ideal m. Elaborating on ideas of
Krasner, Deligne shows that the category ext(F )e of finite separable extensions
E of F of ramification ≤ e (in the upper numbering notation)39 depends only
on the truncated discrete valuation ring O/me and the pair D consisting of the
invertible O/me-module m/me+1 and the canonical map m/me+1 → O/me.
Thus, if F ′ is a second complete discrete valuation field, with residue field k,
ring of integers O ′, and maximal ideal m′, for any integer e ≥ 1, the datum
of an isomorphism (O/me,D)

∼→ (O ′/(m′)e,D′) defines an equivalence from
ext(F )e to ext(F ′)e, and, in particular, an isomorphism

Gal(F/F)/Gal(F/F)e
∼→ Gal(F ′/F ′)/Gal(F ′/F ′)e, (178)

unique, in fact, up to an inner automorphism, where F (resp. F ′) is a separable
closure of F (resp. F ′). The isomorphism (178) preserves Herbrand’s functions,
and, when k is finite (resp. algebraically closed), is compatible with the
isomorphisms of class field theory (resp. geometric class field theory). As the
truncations of the ring of integers of a local field of characteristic zero can
be killed by p, one can thus “approximate” a local field of characteristic p

by ramified local fields of characteristic zero. For example, if F = Fp((x)),

F ′ = Qp[t]/(te − p) (e > 0), one defines an isomorphism α : (O/me,D)
∼→

(O ′/(m′)e,D′) by sending x to the uniformizing parameter π defined by the
class of t (and one can make the correspondence ext(F )e and ext(F ′)e explicit,
by lifting coefficients of Eisenstein polynomials via α).

At about the same time, and independently, Fontaine and Wintenberger [263],
with motivations coming from Sen’s theory and the theory of Fontaine’s rings, gave

38At least, for F of characteristic zero: the case of positive characteristic was treated later by
Badulescu [17].
39I.e., such that Gal(E1/F )e = 1, where E1 is the Galois closure of E.
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another illustration of the same philosophy: given a local field K (of any charac-
teristic) with perfect residue field k of characteristic p > 0, and a “big” algebraic
separable extension L of K (for example, a totally ramified Galois extension with
Galois group a positive dimensional p-adic Lie group), they construct a local field
XK(L) of characteristic p with residue field isomorphic to that of L (called the field
of norms), in such a way that M �→ XK(M) is an equivalence from the category of
algebraic separable extensions of L to that of XK(L). This construction played an
important role in p-adic Hodge theory, and far reaching generalizations have been
recently developed by Scholze, in his theory of perfectoid spaces [231].

A few years later, the objects (O/me,D) inspired to Deligne a theory of
generalized Cartier divisors, called “divisors”, that he sketched in [77]. A “divisor”
D on a scheme X is the datum of an invertible sheaf L and an OX-linear map
u : L → OX (D corresponds to an effective Cartier divisor when the image by u of
any local basis of L is a nonzero divisor). Together with a similar notion devised
by Faltings, and the classical theory of de Rham complexes with log poles, it is at
the origin of the theory of logarithmic structures (Fontaine–Illusie, Kato et al.), see
[129] for historical remarks on this.

9 Motives and Periods

9.1 Tensor Categories

The Tannakian Formalism

In his second talk on motives at the IHÉS in 1967, Grothendieck introduced what
he later called a Tannakian category: given a field k, a k-linear abelian category A
equipped with a tensor product ⊗ together with data of associativity, commutativity
and unity satisfying certain constraints, each object X having a dual X∨ (satisfying
certain obvious axioms), and such that there exists a fiber functor ω from A to the
category of vector spaces over an extension K of k.40 When one can take K = k, in
which case one says that A is neutral, A turns out to be equivalent to the category
of representations of an affine k-group scheme G, the automorphism group of ω
(which plays the role of a fundamental group π1(A , ω)); in general, representations
of G have to be replaced by representations of a certain groupoid. Admitting the
standard conjectures, Grothendieck applied this formalism to k = Q and A the Q-
linear abelian category of (pure) motives M over a field F , up to isogeny; here fiber
functors come from �-adic realizations, or Betti realizations for F of characteristic

40I.e., a k-linear, exact functor, with an isomorphism ω(X)⊗ω(Y )
∼→ ω(X⊗ Y) compatible with

the associativity and commutativity data; such a functor necessarily has values in the category of
finite dimensional K-vector spaces.
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zero, and give rise to the so-called motivic Galois groups. He left it to Saavedra to
write up the details of the theory in his thesis, which appeared in [218, 219].

However, in the course of writing a report on Saavedra’s work in ([D52, 1982],
II), Deligne and Milne discovered an error in the proof of the main result in the non-
neutral case ([219], Introduction, th. 3), and conjectured a corrected statement, with
the added hypothesis that the endomorphism ring End(1) of the unit object 1 of A
is k (loc. cit., 3.15). This conjecture remained open for a few years, and was finally
positively solved by Deligne in [D71, 1990]. The main result is the following (loc.
cit., 1.12):

Theorem 48 Let k be a field, and A be a Tannakian category over k, such that
End(1) = k. Let K be an extension of k andω a fiber functor of A over S = SpecK .
Let A ut⊗k (ω) be the k-groupoid whose object of objects is S and object of arrows
G, where, for a k-scheme T , G(T ) is the set of triples (a : T → S, b : T → S, u :
b∗ω ∼→ a∗ω), with the obvious composition law. Then:

(i) G is represented by a scheme faithfully flat over S ×k S, and ω gives an
equivalence between A and the category of representations of G, by which
ω corresponds to the forgetful functor.

(ii) Two fiber functors ω1, ω2 over S are locally isomorphic for the fppf topology.

In fact, (ii) follows from (i), and in loc. cit. there is a more general statement
where S can be replaced by a nonempty k-scheme,41 and (i) has a natural converse.
It also follows from (i) that, if A has a ⊗-generator, it admits a fiber functor over a
finite extension of k.

The interest of Theorem 48 is that, with this correction, the results of Saavedra’s
thesis—which had many applications—are validated. The proof uses a theorem
of Barr–Beck on pairs of adjoint functors (a generalization of fpqc descent), and
(for k not perfect) a theorem of representability of quotients by a groupoid action,
essentially due to Artin. It also introduces new ingredients and ideas: (i) construction
of the tensor product of abelian categories satisfying certain finiteness conditions
([D71, 1990], 5) (ii) a geometric language in a k-tensor category A 42: notions
of A -affine scheme, S-affine scheme (for S an affine A -scheme), S-affine group
scheme, etc., leading, in particular, to the definition of a fundamental group of A .
This language plays an important role in [D69, 1989], written almost at the same
time.

41A fiber functor is then defined as an exact k-linear functor ω from A to the category of quasi-
coherent OS -modules, with a compatible isomorphism ω(X)⊗OS

ω(Y )
∼→ ω(X⊗Y); it is shown

that it has values in the category of locally free OS -modules.
42I.e., a category having the data and satisfying the axioms of a Tannakian k-linear category, with
End(1) = k, but without the requirement of existence of a fiber functor.
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Further Results

• Super representations At the end of [D71, 1990], Deligne briefly discusses the
case of the (tensor) category of finite dimensional super vector spaces over k. He
comes back to this in [D100, 2002], where, assuming k algebraically closed, he
characterizes k-tensor categories of ⊗-finite generation which are equivalent to
a category of finite dimensional super representations of an affine super group
scheme over k by the fact that any object is annihilated by a suitable Schur
functor, a condition satisfied for example if A has only finitely many simple
objects (in the non super case, exterior powers suffice). Here the dimension of an
object V of T is that of ω(V ) over K , for a fiber functor ω on T with values on
K-vector spaces, K an extension of k.

• The symmetric group St The Tannakian formalism can be viewed as a techique
of construction of groups (or group-like objects), which is reminiscent of that
of the construction of schemes (or algebraic spaces, or algebraic stacks) by
representing functors. Mumford–Tate groups, differential Galois groups (dis-
cussed at the end of [D71, 1990]), and, most importantly, motivic Galois groups
(see, e.g., Sect. 9.2 “Mixed Tate Motives”, (b) below) are classical examples.
In [D106, 2007], an article with an intriguing title, Deligne gives an exotic
illustration of this philosophy. Fix a field k of characteristic zero. For t ∈ k,
Deligne defines a category denoted Rep(St ), playing the role of the category
of k-linear representations of a symmetric group St on t letters. The category
Rep(St ) is k-linear (Hom’s have a k-linear structure, and the composition is k-
bilinear), pseudo-abelian (= additive and karoubian: idempotents are projections
on direct summands), and is endowed with a k-bilinear tensor product satisfying
the usual compatibilities with the ACU data (associativity, commutativity, and
unity), which is rigid,43 with End(1) = k. Moreover, if t is not in N, Rep(St ) is
abelian and semisimple (in particular, is a tensor category).

The category Rep(St ) is deduced by linear extension via Z[T ] → k, T �→ t ,
from a universal Z[T ]-linear category Rep(ST ), whose definition is reminiscent
of Grothendieck’s definition of Chow motives: one starts with the category C
having for objects the finite sets U , and morphisms from U to V the free Z[T ]-
module generated by gluing data U ⊂ C ⊃ V (and a certain combinatorial
formula for the composition of morphisms, see (loc. cit., 2.12); then Rep(ST )
is defined as the additive, pseudo-abelian envelope of C . If t ∈ k is an integer
n ≥ 0, and Rep(Sn, k) denotes the category of k-linear representations of the
symmetric group Sn on n letters, Deligne constructs a functor

Rep(St ) → Rep(Sn, k),

sending the finite set U to the permutation representation of Sn on the set of
injections from U to {1, · · · , n}. This functor induces an equivalence from the

43I.e., dual objects exist and satisfy the same axioms as in a tensor category.



Pierre Deligne: A Poet of Arithmetic Geometry 129

quotient of Rep(St ) by the ideal of negligible morphisms.44 For t not an integer,
irreducible objects of Rep(St ) are classified, and their dimensions calculated.
Similar results for orthogonal and general linear groups are discussed (essentially
due to Wenzl [262] in the orthogonal case). In the case of general linear groups,
the dimension formulas for the irreducible objects of the analogous category
Rep(GL(t)) involve polynomials described in Deligne’s work on the exceptional
series [D82, 1996] (see Sect. 10).

• Characteristic p > 0 Quite recently, Deligne studied Tannakian categories
over a field k of characteristic p > 0 [D116, 2014]. He proved that, given
a finite family (Vi)i∈I of semisimple objects in such a category T such that∑

(dim(Vi) − 1) < p, then ⊗i∈I Vi is semisimple. This generalizes a result of
Serre, for T the category of representations of a smooth affine group scheme
over k.

9.2 Periods

Deligne promoted the idea45 that, rather than sticking to Grothendieck’s conjectural
construction of an abelian category of motives, one should instead exploit what is
sometimes called the philosophy of motives, i.e., the rich expected compatibilities
between cohomological realizations of algebraic varieties. We have already men-
tioned aspects of this in his theory of absolute Hodge cycles (Sect. 4.4) and his proof
of the Weil conjecture for K3 surfaces (Sect. 5.3). Very roughly, his work consists
of two (closely related) main contributions.

Values of L-Functions at Critical Integers

In [D43, 1979], Deligne defines the notion of critical integers n for a pure motive
M over Q with coefficients in a number field E, and gives a conjectural formula
for the value of the L-function of M at such integers in terms of certain explicit
periods, up to multiplication by (unknown) elements of E∗. Motive in loc. cit. is
taken in a loose sense: M appears through its realizations H (M), H being an �-
adic (H�), Betti (HB), or de Rham (HdR) realization. For E = Q, a typical example
is furnished by a proper smooth scheme X/Q, and M = Hi(X)(m), for m ∈ Z,
whose realizations are H�(M) = Hi(X ⊗ Q,Q�(m)) (with its Galois action),
HB(M) = Hi(X(C), (2πi)mQ) (with its Hodge structure),HdR(M) = Hi

dR(X/Q)

(with the shifted Hodge filtration F(m), cf. (47)). Another typical example is the
motive M(f ) (over Q, with coefficients in K) associated by Scholl to a cusp form
f (see the end of Sect. 6.1).

44I.e., f : X → Y such that Tr(f u) = 0 for all u : Y → X.
45Developed in [D76, 1994], but used by him and other authors much earlier.
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The L-function of a motive M over Q is the function of s ∈ C defined by the
Euler product

L(M, s) =
∏

Lp(M, s), (179)

where p runs through all places of Q, including ∞, and

Lp(M, s) = det(1 − Fpt,H�(M)Ip)−1
t=p−s (180)

for p finite, � �= p, Ip denoting the inertia subgroup of a decomposition group
at p of Gal(Q/Q) acting on H�(M) and Fp ∈ Gal(Q/Q) a geometric Frobenius,
and L∞(M, s) is a product of Γ -factors depending on the Hodge decomposition
of HB(M) ⊗ C, together with its involution F∞ defined by complex conjugation.
One assumes that (180) has coefficients in Q and is independent of � (this is the
case, by the Weil conjecture, if M = Hi(X)(m) as above, if X has good reduction
at p, but unknown otherwise). Whatever the notion of motive which is adopted,
the Dirichlet series defined by (179) converges for R(s) sufficiently large, and one
assumes that it admits an analytic continuation to C, and46 satisfies a (conjectural)
functional equation of the form Λ(M, s) = ε(M, s)Λ(M∨, 1 − s), where M∨ is
the dual motive (of realizations the duals of the realizations of M), and the constant
ε(M, s) is (up to a power of

√−1) a product of local constants of the form (146),
i.e., the product of a constant by an exponential function.

Deligne defines n ∈ Z to be critical for M if neither L∞(M, s) nor L∞(M∨, 1−
s) have a pole at s = n. As L∞(M(n), s) = L∞(M, s + n), n is critical for M if an
only if 0 is critical for M(n), which turns out to mean that the Hodge numbers hpq

of M(n), for p �= q are nonzero only for (p < 0, q ≥ 0) or (p ≥ 0, q < 0), and
F∞ acts on Hp,p by 1 if p < 0, and −1 if p ≥ 0. For example, for M = Spec Q,
so that L(M, s) = ζ(s), n is critical if and only if n is even > 0 or odd < 0.

For a motive M , the periods of M are the numbers 〈ω, c〉, for ω ∈ HdR(M)

and c ∈ HB(M)∨ (for M = Hi(X) as above, ω ∈ Hi
dR(X), and c defined by

γ ∈ Hi(X,Q), this is
∫
γ ω). Suppose 0 is critical for M . Deligne then calls M

critical, and defines a period c+(M) in the following way. Let H+
B (M) denote the Q-

subspace ofHB(M) fixed byF∞. As 0 is critical, andF∞ exchangesHp,q and Hq,p

for p �= q , its dimension d+(M) is equal to that of the Q-vector space H+
dR(M) :=

(HdR(M)/F 0. Consider the inverse of the period isomorphism (a special, simple
case of (48)):

I : HB(M)⊗ C
∼→ HdR(M)⊗ C. (181)

46Assuming that the local F -semisimplified representations of the local decomposition groups are
compatible, cf. (Sect. 6.2, (a)).
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It induces a composite isomorphism

I+ : H+
B (M)⊗ C → HB(M)⊗ C

∼→ HdR(M)⊗ C → H+
dR(M)⊗ C, (182)

which is defined over R. Then Deligne defines c+(M) as the determinant

c+(M) = det(I+), (183)

calculated in rational bases of H+
B (M), H+

dR(M). This is an element of R∗, well
defined up to multiplication by an element of Q∗. Deligne conjectures (loc. cit.,
1.8):

L(M, 0) = c+(M) (184)

in R∗/Q∗. A similar (more general) conjecture is formulated for motives over a
number field k with coefficients in a number field E (loc. cit., 2.8, 2.9). Deligne
shows that the conjecture is compatible with the functional equation of the L

function and the Birch and Swinnerton-Dyer conjecture. He proves it for Artin
motives (as a consequence of results of Siegel), and motives M(f ) attached to
modular forms (from classical results on Eichler integrals), though he makes no
attempt to define M(f ) as a Grothendieck motive—which was later tackled by
Scholl.

In (loc. cit., 8), Deligne examines avatars of his conjecture for motives M over a
number field k with coefficients in a number field E, and of rank 1, i.e., such that
the rational Betti realization HB(M) is of dimension 1 over E. He first conjectures
the general shape of these motives. Namely:

Conjecture 4

(i) For any algebraic Hecke character χ of k with values in E, there is associated
with χ a motive M(χ) over k, with coefficients in E, and of rank 1, such
that for any finite place λ of E, the λ-adic realization Hλ(M(χ)) (an Eλ-
vector space of dimension 1) has its Galois action given by χ , i.e., for any
closed point x of Spec(Ok) where both λ and the conductor of χ are invertible,
Tr(Fx,Hλ(M(χ))) = χ(x) (where Fx is a geometric Frobenius). The motive
M(χ) is characterized up to isomorphism by this property.

(ii) Every motive over k with coefficients in E and of rank 1 is of this form.

Deligne also gives an explicit (conjectural) formula for the Hodge filtration of
the de Rham realization of M(χ). The primitive part of the middle dimension
cohomology of a Fermat hypersurface gives rise to such motives of rank 1.
Unraveling the period conjecture (loc. cit., 2.8, 2.9) in this case led him to formulate,
with Gross, a formula relating, for certain subHodge structures (of the cohomology
of a smooth, projective variety over Q) with multiplication by a finite abelian
extension of Q, the periods with products of values of the Γ function ([105], p. 205).
A weak form of this conjecture was proved by Maillot and Roessler [188]. These
results were recently revisited and improved by Fresàn [94].
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The conjectural formula (184) (and its generalization just mentioned) raised
the questions of formulating analogues for the leading terms of L-functions at
not necessarily critical integers, and eventually led Beilinson to his celebrated
conjectures [20]. Soulé reported on this at the Bourbaki seminar [241]. Shortly
before the oral exposé, Deligne wrote him a letter [76], in which he explained how
to rephrase Beilinson’s conjectures using extension groups of (conjectural) mixed
motives, instead ofK-theoretic invariants. Scholl [229] showed how to give a unified
formulation in this setup of both Beilinson’s conjectures and Deligne’s conjec-
ture (184) (and its generalization by Bloch [36] and Beilinson [23]). An alternative
approach was to use Bloch’s higher Chow groups instead of extensions of mixed
motives, as described in [81]. On the other hand, the Q∗ indeterminacy in (184)
attracted great attention, leading to the motivic Tamagawa number conjectures of
Bloch and Kato [38], involving Fontaine’s theory of p-adic period rings. As for the
Beilinson’s conjectures, they were reformulated by Fontaine and Perrin-Riou in the
language of mixed motives, see Fontaine’s Bourbaki report [93], and Flach’s survey
[92] for an overview of further conjectures and results in connection with Iwasawa
theory and Stark’s conjecture.

Mixed Tate Motives

The search for the definition of a suitable category of mixed motives, forming an
analogue of the category of mixed Hodge structures, initiated by Deligne in his
letter to Soulé mentioned above, generated a huge amount of work during the past
30 years. A definition using absolute Hodge classes as correspondences was studied
by Jannsen [136], and, independently, and in a less precise but more flexible form,
by Deligne in [D69, 1989], which brought new inputs and ideas.

This long monograph has two main parts. The first one (discussed in (a)) presents
the general setup needed to study the motivic fundamental groups considered in the
second one (discussed in (b)). Due to the contributions of several people, some of
its imprecise definitions have now been made rigorous and related conjectures have
been proven. We will give a brief update in (c).

(a) Mixed motives: definitions and conjectures Deligne “defines” and works
with mixed motives not just over Spec(Q), but over more general bases S, like
Spec(k) for k a number field, or a Zariski open subset of the spectrum of its ring of
integers, or a smooth scheme over Z, and also takes into account integral structures.
Over Q, as in [136], the starting point is the notion of a system of realizations
(MB,MdR,M�,Mcris,p) and comparison isomorphisms between them, satisfying
a number of compatibilities, similar to the systems of realizations (HB(M), · · · )
considered above, except that these realizations are not necessarily pure, but mixed,
i.e., equipped with a weight filtration, making a mixed Hodge structure on the Betti
side, and satisfying the expected conjectural properties with respect to the action
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of Frobenius on the �-adic side.47 Deligne shows that systems of realizations form
a Tannakian category, and “defines” the category of (mixed) motives over Q as the
full subcategory generated by sum, tensor product, dual, and subquotient from the
systems of geometric origin (he also “defines”, in the same vein, the generalizations
mentioned above). The quotation marks come from the fact that no definition is
given (or even suggested) for “of geometric origin”. Despite (and often, because
of) this imprecision, the notion turned out to provide a useful guideline, suggesting
conjectures, certain consequences of them being amenable to a proof. In this respect,
basic examples of “lisse” motives over Spec(Z) with “integer coefficients” (or
“integral structure”) are the Tate motives Z(n) = Z(1)⊗n (sometimes denoted Q(n),
the integral structure being omitted from the notation). Deligne studies torsors under
Tate motives, i.e., extensions of Z by Z(n), and, more generally, iterated extensions
of Tate motives, examples of which appear in motivic fundamental groups and their
Lie algebras. In particular, for each n ≥ 2, he (unconditionally) constructs a system
of (lisse) realizations of a canonical torsor under Z(n)

P1,n ∈ H 1(Spec(Z),Z(n)), (185)

which plays a crucial role in his study of the fundamental group of P1 − {0, 1,∞}.
Its Betti realization is −(n − 1)!ζ(n) + (2πi)nZ. He shows that it is of torsion for
n even, of order the denominator of 1

2ζ(1 − n) (a property related to Kummer’s
congruences on Bernoulli numbers).

Beilinson’s conjectural formalism in ([23], 5) suggested to Deligne the following
conjectures, which, despite their imprecise form, turned out to have both striking
and verifiable consequences:

Conjecture 5

(i) Let k be a number field, S an open subset of the spectrum of the ring of integers
of k. Then, for any n ≥ 1,

Ext1(Q(0),Q(n)) = K2n−1(S)⊗ Q, (186)

where the left hand side is taken in the abelian category of lisse motives over S.
(ii) In the abelian category of lisse motives over Spec(Z), we have

dimQ Ext1(Q(0),Q(n)) = 1 (187)

for n odd ≥ 3, with the extension defined by P1,n (185) as a generator, and

Ext1(Q(0),Q(n)) = 0 (188)

otherwise.

47The crystalline data and axioms in loc. cit. are in a rudimentary form, reflecting the status of the
p-adic comparison theorems at the time; Deligne made a caveat on this.
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By the known structure of Ki(Z) these conjectures are compatible for k = Q.
They could not really be tackled, because of their formulation, involving Deligne’s
“definition” of mixed motives. However, Deligne introduced a smaller category than
that of all lisse motives over Spec(Z), namely the full subcategory T whose objects
M are successive extensions of Tate motives Q(n), i.e., (because of the structure of
Z(n)dR) such that, for all n ∈ Z, grW−2n+1M = 0 and grW−2nM is a sum of copies of
Q(n), where W is the weight filtration. This category is a Tannakian category, and
although not being more precisely defined than the previous one, it was later given
a rigorous construction, see (c). As any Tannakian category, it has a fundamental
group G = π(T ) (defined in [D71, 1990], see the end of Sect. 9.1, using the
language of algebraic geometry in Tannakian categories). This is an affine T -group
scheme,48 which is an extension

0 → U → G → Gm → 0, (189)

where U is the pro-unipotent radical. The natural grading of MdR for M in T
makes its de Rham realization GdR a semidirect product Gm · UdR. From (187)
Deligne deduces that the Lie algebra of UdR is the completion of a graded Lie
algebra Liegr UdR = ⊕kLieUk

dR, generated by one element for each odd degree
k ≥ 3, and he conjectures that it is a free Lie algebra.

(b) Motivic fundamental group of P1 − {0, 1, ∞} Given a scheme X separated
and of finite type over Q (or, more generally, a number field k), it is tempting to try
to define a motivic fundamental group π1(X), at least in terms of a compatible
system of realizations. However, there are obvious obstacles: (i) the classical
fundamental group π1(X(C), b) is in general too noncommutative to be encoded
in cohomological data: the seemingly closest approximations of it amenable to
such an encoding are its nilpotent quotients (studied from a Hodge theoretic or
�-adic viewpoint by Deligne–Morgan–Sullivan, cf. Sect. 5.6 “First Applications”,
Q�-homotopy type); (ii) how to make sense of a “motivic” choice of base-points
and loops.

Let X be a proper, smooth, geometrically irreducible scheme over Q, and let
X = X − D the complement of a divisor with normal crossings. Assuming that
H 1(X,O) = 0, and that we are given a base-point x ∈ X(Q), Deligne constructs a
pro-system of compatible realizations

π1(X, x)mot = (π1(X, x)
(N)
mot)N≥1. (190)

For example, the Betti realization of π1(X, x)
(N)
mot is πN := π1(X(C), x)[N]alg un,

with the integral structure given by the congruence subgroup image of
π1(X(C), x)[N] in πN(Q). Here, for a nilpotent group Γ , Γ alg un denotes its

48I.e., the datum, for every fiber functor ω on a scheme S, an affine group scheme Gω on S,
functorial in ω, and compatible with base change S′ → S.
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unipotent algebraic envelope over Q, where for a group A, A[N] is the largest
torsion free quotient of A(N), with A(N) := A/Zn+1(A), A = Z1(A) ⊃ Z2(A) ⊃
· · · the descending central series. Representations of the de Rham realization
correspond to vector bundles on X with an integrable connection which is regular
(cf. Sect. 3.1 “Higher Dimension: The Riemann–Hilbert Correspondence”) and
nilpotent along D, i.e., has nilpotent residues along the branches of D.

When X is a curve, and D consists of Q-rational points, Deligne explains how
to give a motivic meaning to the local monodromy around the points of D. Starting
with the observation that a “simple loop” around y ∈ D(C) is only “well defined”
when its base point b is “close” to y, he introduces a notion, which since then has
turned out to be quite fruitful and popular, namely that of tangential base point: the
local monodromy at a point y ∈ D(Q) is a morphism (in the Tannakian category of
realizations) from Z(1) to π̂ := proj limN π1(X, b)

(N)
mot, where b is a tangential point

at y (the datum of a non zero tangent vector). For X = P1
Q, Deligne shows that each

π1(X, x)
(N)
mot is an iterated extension of (systems of realizations of) Tate motives and

π̂ a pro-unipotent group scheme in this Tannakian category. He finally shows that,
for D = {0, 1,∞}, the torsors defining these successive extensions are precisely the
P1,n’s (185).

The construction of the P1,k’s (k ≥ 2) involves the classical polylogarithm
function

Lik(x) =
∑

n≥1

zn

nk
. (191)

These functions have a long history (see Oesterlé’s Bourbaki report [205]). Their
relation with higher regulators and K-groups, discovered by Bloch [35], and their
relations with mixed Tate motives and values of zeta (or multizeta) functions at inte-
gers have since then been the focus of an extremely active line of research, in which
many arithmeticians have participated (Beilinson, Bloch, Deligne, Goncharov,
Ihara, Levine, Soulé, Zagier, to mention only a few names). An important conjecture
in this domain, due to Zagier, was re-interpreted by Beilinson and Deligne [D78,
1994] in motivic terms. A weak form of this conjecture was established in an
unpublished joint work by Beilinson and Deligne (Motivic polylogarithm and
Zagier’s conjecture, 1992). A detailed exposition is given by Huber-Wildeshaus
[118, 119]. This weak Zagier conjecture was independently proved (by a different
method) by de Jeu [59].

(c) Update Thanks to the work of Levine and Voevodsky, the problem of giving
a rigorous definition of the Tannakian category T of (lisse) mixed Tate motives
over Z (or an open subset of the ring of integers of a number field) could be
solved. Deligne and Goncharov explain how in [D102, 2005]. First, let k be a
field of characteristic zero. Let DM(k) be the triangulated category of motives
constructed by Voevodsky (that Levine has shown to be equivalent to that which
he constructed independently), and DM(k)Q the category deduced by tensorisation
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with Q. It contains Tate objects Z(n) and admits operations of tensor product and
taking a dual. Let DMT(k)Q be the triangulated subcategory of DM(k)Q generated
by the Q(n)’s. Suppose now that k is a number field. The vanishing conjecture of
Beilinson-Soulé, which is known in this case (from Borel’s work on the K-theory
of number fields), can be reformulated as

Homj (Q,Q(i)) = 0 (192)

for i > 0 and j ≤ 0 (Hom taken in DM(k)Q). It follows (cf. Sect. 5.8 “t-Structures”)
that DMT (k)Q admits a t-structure, whose heart is an abelian category

MT(k) (193)

consisting of iterated extensions of Q(n)’s, called the category of mixed Tate motives
over k (this part is due to Levine [175]). It is shown in [D102, 2005] that it is
Tannakian, and it has the realizations49 and enjoys the properties stated in [D69,
1989]. In particular, the analogue of (186) is true, namely

Ext1(Q(0),Q(n)) = K2n−1(k)⊗ Q, (194)

where the left hand side is taken in the category MT(k). Moreover,

Ext2(Q(0),Q(n)) = 0. (195)

The category MT(Z) of (lisse) mixed Tate motives over Z (resp. that of mixed
motives over an open subset of Spec(k)) was defined in [D102, 2005] as a certain
Tannakian subcategory of MT(Q) (resp. MT(k)). With this definition, Deligne’s
conjecture of freeness of the graded Lie algebra of the de Rham realization of the
corresponding unipotent group U could be proven (loc. cit., 2.3), as a consequence
of (195).

The mysterious relations between MT(Z) and the motivic pro-unipotent funda-
mental group π1(P1

Q − {0, 1,∞})mot have recently been elucidated by Brown [46]
(see also Deligne’s Bourbaki report [D113, 2012], and Brown’s Seoul ICM talk).
He proved the following conjecture of Deligne:

Conjecture 6 For X = P1
Q − {0, 1,∞}, MT(Z), as a Tannakian category, is

generated by π1(X)mot, i.e., by the affine algebra of a certain motivic π1(X, 0)mot-
torsor of paths π1(X; 1, 0)mot from tangential points (1 at 0) to (−1 at 1), whose
algebra is an ind-object of MT(Z), see loc. cit. for a precise statement.

As an application, he proved a conjecture of Deligne and Ihara on the outer action
of Gal(Q/Q) on the pro-�-fundamental group of X, and a conjecture of Hoffman,

49Except for the crystalline ones.
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to the effect that multizeta values

ζ(n1, · · · , nr ) =
∑

0<k1<···<kr

1

k
n1
1 · · · knrr , (196)

(ni ≥ 1, nr ≥ 2) are Q-linear combinations of numbers of the form (196) where
each ni is equal to 2 or 3. Generalizations of all this, with P1−{0, 1,∞} replaced by
X = Gm−μN for certain values of N were studied by Deligne in [D111, 2010]. For
N = 2, 3, 4, or 8, the motivic fundamental groupoid P(X, {0,∞} ∪ μN) is mixed
Tate over k = Q(μN), has good reduction outside N , and generates the Tannakian
category of mixed Tate motives over k having good reduction outside N . However,
this generation statement is no longer true for many other values of N (e.g., N
prime and ≥ 5, as shown by Goncharov [101]). Current work of Brown on multiple
modular motives [47] could shed a new light on the problem.

For the past 30 years this topic has been at the junction of many different lines of
research in analysis, geometry and number theory, and, more recently, turned out to
have deep connections with high energy physics (Feynman diagrams and integrals),
an interaction which is fast developing today.

10 Deligne’s Conjectures

We have already discussed some of them:

• 1-motives (Conjecture 1)
• Motives of rank 1 and Gross–Deligne’s conjecture (Conjecture 4)
• Du Bois complex (Conjecture 2)
• Absolute Hodge cycles (Conjecture 3)
• Companions conjecture (Sect. 5.9 “A Finiteness Theorem”)
• Values of L functions at critical points (184)
• The Deligne–Milnor conjecture (156)
• Mixed motives (Conjecture 5: (186), (187), (188), (195), Conjecture 6

(Sect. 9.2 “Mixed Tate Motives”, (c))

Here are a few others.

• Deligne–Grothendieck’s conjecture on discrete Riemann–Roch in charac-
teristic zero
In SGA 5 [5], Grothendieck defined and studied homology in the context of
étale cohomology: for k algebraically closed, X/k separated and of finite type,
and � a prime number different from p = char(k), and Λ = Z/�nZ, the
homology groups of X are the groups Hi(X,Λ) := H−i (X,KX), where KX

is the dualizing complex, i.e., Ra!Λ for a : X → Spec(k). At the time,
the formalism was unconditional only for p = 0. For p > 0, it depended
on a number of conjectures (resolution, purity), which Deligne managed to
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get rid of in ([D39,1977], Th. finitude). Grothendieck’s definition superseded
that of Borel–Moore, and he showed how to use it to define cycle classes on
singular varieties, and prove their compatibility with direct images by proper
morphisms (see ([D39, 1977], Cycle), and [165]). Later in the seminar, he proved
the Grothendieck–Ogg–Shafarevich formula on curves. As recalled by Sullivan
[244], in the early 1970s, a conjectural common generalization in characteristic
zero (where wild ramification phenomena disappear) was proposed to him by
Deligne (who thought of using Hironaka’s resolution, as in Hodge theory), and
then forwarded to MacPherson, who solved it in [186] (without using resolution).
As mentioned in Sect. 7.3 “Surfaces”, the generalization to characteristic p > 0
is an open problem.

• Local terms of the trace formula for Frobenius twisted correspondences
The computation of the local terms of the Lefschetz–Verdier formula (SGA 5
III) [5] is in general intractable. Inspired partly by his fixed point formula with
Lusztig (Sect. 8.1 “A Fixed Point Formula”), and partly by Drinfeld’s work on
elliptic modules, Deligne conjectured a simple formula for these local terms, over
finite fields, provided that the given correspondence is twisted by a sufficiently
high power of Frobenius. After partial results by Pink and Shpiz, the conjecture
was proven by Fujiwara [96], using a contracting property of Frobenius in the
rigid analytic setting. A simpler proof (of a slightly more general result) was
obtained later by Varshavsky [251], using again a contracting property, but in the
algebraic setting, together with an argument of deformation to the normal cone.

• Deligne–Langlands’s conjecture
Let K be a nonarchimedian local field, with residue field Fq , G be a simple split
adjoint group over K , and I an Iwahori subgroup of G(K). Let U (G) be the
set of isomorphism classes of irreducible admissible complex representations of
G(K) which admit nonzero vectors invariant under I . Let G∨/C be the simply
connected complex group over C with root system dual to that of G. Deligne and
Langlands conjectured that there should be a bijection between U (G) and the
set S of pairs (s,N), with s semisimple in G∨(C), N ∈ Lie(G∨(C)), such that
sNs−1 = q−1N , modulo conjugation by elements of G∨(C). The set S is the
set of isomorphism classes of F -semisimple representations of the Weil–Deligne
group ′W(K/K) (145) into G∨(C).

This conjecture, a particular case of the local Langlands conjecture for the
unramified principal series, was proved by Bernstein and Zelevinski for G of
type An, and in the general case, in a modified form due to Lusztig ([178], 1.5),
by Kazhdan–Lusztig [150].

• The weight-monodromy conjecture
In ([D15, 1971], 9), Deligne considers an (analytic) projective morphism f :
X → D, where D is the unit disc in C, such that its restriction to the punctured
disc D∗ = D − {0} is smooth. Let t ∈ D∗, and let X̃ be the pull-back of X
to a universal cover D̃∗ of D∗. Then, as X̃ is homotopically equivalent to Xt ,
Hn(X̃,Z) = Hn(Xt ,Z), and, by Grothendieck’s local monodromy theorem, a
subgroup of finite index of π1(D

∗) acts unipotently on Hn(X̃,Z). Up to passing
to a finite cover of D∗, one can assume that X has semistable reduction, in which
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case a generator T of π1(D
∗) acts unipotently, hence, for any n, N := log T :

Hn(X̃,Q) → Hn(X̃,Q) is nilpotent. Under this assumption, Deligne asserts in
loc. cit. that, for each tangent vector u to D at {0}, one can define a mixed Hodge
structure Hu on Hn(X̃,Z) (with weight filtration W and Hodge structures on
the graded pieces independent of u) such that N induces a morphism of mixed
Hodge structures

N : Hu ⊗ Q → Hu ⊗ Q(−1), (197)

and, for all i,

Ni : grn+i
W (Hu ⊗ Q)

∼→ grn−i
W (Hu ⊗ Q)(−i). (198)

His original proof was not published. In [242] Steenbrink constructed the desired
Hodge structureHu and the morphism (197), but his proof of (198) was flawed. A
correct proof was made by Deligne [75], and, independently, by M. Saito ([221],
4.2.2, 4.2.5).

This suggested to Deligne the following algebraic variant, in étale coho-
mology. Let (S, s, η) be a henselian trait, s a geometric point over s, S(s) the
corresponding strict localization, and η a geometric point over the generic point
ηur of S(s). Let f : X → S be a proper morphism, with strict semistable
reduction: X is regular and flat over S, Xη is smooth, and Xs is a strict normal
crossings divisor in X. Let � be a prime number invertible on S. In this situation,
the following (a) had been conjectured since the late 1960s:

(a) The inertia group I ⊂ Gal(η/η) acts tamely on the sheaves of nearby cycles
RqΨ (Z�).
In view of the calculation of the tame nearby cycles in SGA 7 ([7], I), (a) is
equivalent to saying that I acts trivially.
It follows from (a) that I acts unipotently on RΨ (Z�), through its tame
quotient t� : I → Z�(1), so that on RΨ (Q�) the action of σ in I is
given by exp(Nt�(σ )), for a (unique) nilpotent operator N : RΨ (Q�) →
RΨ (Q�)(−1). In the early 1980s, (a) was still open, but Gabber discovered
the commutation of RΨ with duality, which implies that RΨQ�[d] is
perverse (d denoting the relative dimension of X/S). The nilpotent operator
N therefore defines a monodromy filtration Mi of RΨQ�, which gives rise
to a Gal(η/η)-equivariant spectral sequence

E
ij

1 = Hi+j (Xs, grM−iRΨQ�) ⇒ Hi+j (Xη,Q�). (199)

It was conjectured by Deligne that:
(b) The spectral sequence (199) degenerates at E2;
(c) (Weight monodromy conjecture) The abutment filtration of (199) on

Hn(Xη,Q�) is the monodromy filtration (of the nilpotent operator N).
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For char(k) = 0, comparison theorems reduce the problem to k = C and
Betti cohomology, where (b) and (c) follow from the results of Steenbrink and
Deligne–M. Saito mentioned above.

Assume now char(k) = p > 0. Conjecture (a) was proved by Rapoport–
Zink ([215], 2.23). Imitating Steenbrink’s method, they re-write the E1-term
of (199) as a sum of cohomology groups of m-fold intersections of components
of the special fiber, with d1 induced by restriction and Gysin morphisms. When
k is finite, it then follows from Deligne’s main theorem in [Weil II] that (199)
degenerates at E2 and the abutment filtration M̃ on Hn(Xη,Q�) is the weight
filtration W of ([D46, 1980], 1.7.5) (cf. Sect. 5.6 “Ingredients of the Proof”,
Weight monodromy theorem), up to shift, i.e., M̃i = Wn+i , hence the name of
(c), sometimes rephrased as purity of the monodromy filtration. It is in Rapoport–
Zink’s paper that conjecture (c) is mentioned for the first time (loc. cit., l. 3 above
2.12).

The status of (b) and (c) is as follows.

(b) was proved by reduction to k finite by Nakayama [200], and, independently,
Ito [132].

(c) was proved in the following cases:

– for k finite, X/S coming by localization from a proper, flat scheme over
a smooth curve over k, with semistable reduction at a closed point, by
Deligne’s Theorem 25;

– in the general equicharacteristic p case, by Ito [133];
– for k finite and dim(X/S) ≤ 2, by Rapoport–Zink (loc. cit., 2.13, 2.23);
– for certain three-folds Xη, and certain p-adically uniformized varieties

Xη [132, 134];
– for Xη a set-theoretic complete intersection in a projective space (or in a

smooth projective toric variety), by Scholze [231].

• Operads
In a letter to Stasheff et al. [78], Deligne expressed the hope that, given an
associative algebra A over a commutative ring k, the complex

C∗(A,A) = ⊕n≥0Homk−mod(A
⊗n,A)

calculating (for A projective over k) Hochschild cohomology

HH ∗(A) = Ext∗
A⊗A0(A,A)

(a graded algebra equipped with an extra structure (a Lie bracket of degree
−1), making it a so-called Gerstenhaber algebra) should be an algebra over a
suitable operad S , a chain version of the little disks operad. This hope attracted
much attention, and was made true by several mathematicians (and different
methods). For an extensive report on this, see the featured review by A. Voronov
(MR1890736) on the article by McClure and Smith [185], giving a solution to
Deligne’s conjecture.
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• Exceptional Lie groups
In [D82, 1996], Deligne discovered strange uniformity and symmetry phenom-
ena in a list of virtual representations of the automorphism group G of a split,
adjoint group G0 over Q of one of the types A1, A2, G2, D4, F4, E6, E7, E8.
These representations are zero, or irreducible up to sign, and they include the
trivial representation and the adjoint representation. The symmetry properties
are relations in the Grothendieck group of representations of G, which involve
exchanging k and −(1/6)− k, where k = Φ(α, α), for Φ the Killing form on the
dual of the Lie algebra of a maximal torus, and α the longest root.50 Moreover, the
dimensions of these representations are rational functions in λ whose numerators
and denominators are products of linear factors,51 where λ = 6a, for a = k or
a = −(1/6) − k. To explain these phenomena, he conjectured the existence
of a semisimple abelian rigid52 tensor category Ct over Q(t), having certain
additional data (action of a certain Lie algebra g on objects of Ct ), such that, in a
suitable sense, the category of representations of G would be a specialization of
Ct at t = a.

This conjecture is still open. Computational evidence was given by Cohen
and de Man [55]. Further uniformity properties in the behavior of the above
exceptional series – with the super group SOSp(1, 2) added – were established
by Deligne and de Man [D83, 1996]. In [D99, 2002], Deligne and Gross put these
results into a new perspective, by organizing the groups of the exceptional series
into a magic triangle, whose entry at a pair H ⊂ K is the centralizer G of H in
the automorphism group of Lie(K), a generalization of Freudenthal–Tits’s magic
square. According to Deligne,53 work of Dylan Thurston suggests that the above
conjecture is false, as its analogue for some other lines of the magic triangle is.

11 Expository Articles

Work of P. A. Griffiths [D10, 1970]
Non-rational unirational varieties (Artin and Mumford) [D14, 1970]
Modular forms and representations of GL(2) [D23, 1973]
Elliptic curves (after J. Tate) [D32, 1975]
Diffeomorphisms of the circle (Herman) [D38, 1977]
Introduction to étale cohomology [D39, 1977]
Cubic Gauss sums and coverings of SL(2) (Patterson) [D41, 1979]

50k is the inverse of the dual Coxeter number h∨.
51For the adjoint representation, such formulas had been found by P. Vogel; according to Deligne,
that was the beginning of the story.
52I.e., objects have duals, hence a dimension with value in End(1) = Q(t).
53Private communication, June 2017.
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Fundamental group of the complement of a plane nodal curve (Fulton) [D44,
1979]
Faltings’s proof of the Mordell conjecture [D56, 1983], [D61, 1985], [D62, 1985]
Drinfeld’s modules [D67, 1987]
Grothendieck’s main ideas [D87, 1998]
Quantum fields and strings [D88, 1999], [D89, 1999], [D90, 1999], [D91, 1999],
[D92, 1999], [D93, 1999], [D94, 1999], [D95, 1999]
The Hodge conjecture [D104, 2006]
Voevodsky’s motivic cohomology [D110, 2009]
F. Brown’s work on multizeta values [D113, 2012]
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251(2):171–173, 1980.

162. R. P. Langlands. On the functional equation of the Artin L-functions. Mimeographed notes
(incomplete), Yale, 1970. a-ps.pdf

163. R. P. Langlands. Problems in the theory of automorphic forms. In Lectures in modern analysis
and applications, III, pages 18–61. Lecture Notes in Math., Vol. 170. Springer, Berlin, 1970.

164. R. P. Langlands. Letter to P. Deligne, March 31, 1974, rl-deligne-ps.pdf.
165. G. Laumon. Homologie étale. In Séminaire de géométrie analytique École Norm. Sup., Paris,

1974–75), pages 163–188. Astérisque, No. 36–37. Soc. Math. France, Paris, 1976.
166. G. Laumon. Majorations de sommes trigonométriques (d’après P. Deligne et N. Katz). In

The Euler-Poincaré characteristic (French), volume 83 of Astérisque, pages 221–258. Soc.
Math. France, Paris, 1981.



Pierre Deligne: A Poet of Arithmetic Geometry 149

167. G. Laumon. Semi-continuité du conducteur de Swan (d’après P. Deligne). In The Euler-
Poincaré characteristic (French), volume 83 of Astérisque, pages 173–219. Soc. Math.
France, Paris, 1981.

168. G. Laumon. Comparaison de caractéristiques d’Euler-Poincaré en cohomologie �-adique. C.
R. Acad. Sci. Paris Sér. I Math., 292(3):209–212, 1981.

169. G. Laumon. Caractéristique d’Euler-Poincaré des faisceaux constructibles sur une surface. In
Analysis and topology on singular spaces, II, III (Luminy, 1981), volume 101 of Astérisque,
pages 193–207. Soc. Math. France, Paris, 1983.

170. G. Laumon. Vanishing cycles over a base of dimension ≥ 1. In Algebraic geometry
(Tokyo/Kyoto, 1982), volume 1016 of Lecture Notes in Math., pages 143–150. Springer,
Berlin, 1983.

171. G. Laumon. Transformation de Fourier, constantes d’équations fonctionnelles et conjecture
de Weil. Inst. Hautes Études Sci. Publ. Math., (65):131–210, 1987.

172. G. Laumon, M. Rapoport, and U. Stuhler. D-elliptic sheaves and the Langlands correspon-
dence. Invent. Math., 113(2):217–338, 1993.

173. G. Laumon. Exponential sums and �-adic cohomology: a survey. Israel J. Math., 120(part
A):225–257, 2000.

174. S. Lefschetz. L’analysis situs et la géométrie algébrique. Gauthier-Villars, Paris, 1950.
175. M. Levine. Mixed motives. In Handbook of K-theory. Vol. 1, 2, pages 429–521. Springer,

Berlin, 2005.
176. Y. Liu and W. Zheng. Gluing restricted nerves of infinity-categories. arXiv:1211.5294

[math.CT], 2014.
177. G. Lusztig. Representations of finite Chevalley groups, volume 39 of CBMS Regional

Conference Series in Mathematics. American Mathematical Society, Providence, R.I., 1978.
Expository lectures from the CBMS Regional Conference held at Madison, Wis., August 8–
12, 1977.

178. G. Lusztig. Some examples of square integrable representations of semisimple p-adic groups.
Trans. Amer. Math. Soc., 277(2):623–653, 1983.

179. G. Lusztig. Characters of reductive groups over a finite field, volume 107 of Annals of
Mathematics Studies. Princeton University Press, Princeton, NJ, 1984.

180. G. Lusztig. Character sheaves. I. Adv. in Math., 56(3):193–237, 1985.
181. G. Lusztig. Character sheaves. II, III. Adv. in Math., 57(3):226–265, 266–315, 1985.
182. G. Lusztig. Character sheaves. IV. Adv. in Math., 59(1):1–63, 1986.
183. G. Lusztig. Character sheaves. V. Adv. in Math., 61(2):103–155, 1986.
184. G. Lusztig. Erratum: “Character sheaves. V”. Adv. in Math., 62(3):313–314, 1986.
185. J. E. McClure and J. H. Smith. A solution of Deligne’s Hochschild cohomology conjecture. In

Recent progress in homotopy theory (Baltimore, MD, 2000), volume 293 of Contemp. Math.,
pages 153–193. Amer. Math. Soc., Providence, RI, 2002.

186. R. D. MacPherson. Chern classes for singular algebraic varieties. Ann. of Math. (2), 100:423–
432, 1974.

187. K. Madapusi Pera. The Tate conjecture for K3 surfaces in odd characteristic. Invent. Math.,
201(2):625–668, 2015.

188. V. Maillot and D. Roessler. On the periods of motives with complex multiplication and a
conjecture of Gross-Deligne. Ann. of Math. (2), 160(2):727–754, 2004.

189. H. Matsumoto. Sur les sous-groupes arithmétiques des groupes semi-simples déployés. Ann.
Sci. École Norm. Sup. (4), 2:1–62, 1969.

190. D. Maulik. Supersingular K3 surfaces for large primes. Duke Math. J., 163(13):2357–2425,
2014. With an appendix by Andrew Snowden.

191. Z. Mebkhout. Sur le problème de Hilbert-Riemann. In Complex analysis, microlocal calculus
and relativistic quantum theory (Proc. Internat. Colloq., Centre Phys., Les Houches, 1979),
volume 126 of Lecture Notes in Phys., pages 90–110. Springer, Berlin-New York, 1980.

192. J. Milnor. Singular points of complex hypersurfaces. Annals of Mathematics Studies, No. 61.
Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1968.



150 L. Illusie

193. T. Mochizuki. Holonomic D-modules with Betti structure. Mém. Soc. Math. Fr. (N.S.), (138–
139):viii+205, 2014.

194. T. Mochizuki. Mixed twistor D-modules, volume 2125 of Lecture Notes in Mathematics.
Springer, Cham, 2015.

195. T. Mochizuki. Curve test for enhanced ind-sheaves and holonomic D-modules.
arXiv:1610.08572.

196. J. W. Morgan. The rational homotopy theory of smooth, complex projective varieties
(following P. Deligne, P. Griffiths, J. Morgan, and D. Sullivan) (Invent. Math. 29 (1975), no.
3, 245–274). In Séminaire Bourbaki, Vol. 1975/76, 28ème année, Exp. No. 475, pages 69–80.
Lecture Notes in Math., Vol. 567. Springer, Berlin, 1977.

197. G. D. Mostow. Existence of nonarithmetic monodromy groups. Proc. Nat. Acad. Sci. U.S.A.,
78(10, Phys. Sci.):5948–5950, 1981.

198. D. Mumford. Picard groups of moduli problems. In Arithmetical Algebraic Geometry (Proc.
Conf. Purdue Univ., 1963), pages 33–81. Harper & Row, New York, 1965.

199. D. Mumford. Stability of projective varieties. Enseignement Math. (2), 23(1–2):39–110,
1977.

200. C. Nakayama. Degeneration of �-adic weight spectral sequences. Amer. J. Math., 122(4):721–
733, 2000.

201. B. C. Ngô. Le lemme fondamental pour les algèbres de Lie. Publ. Math. Inst. Hautes Études
Sci., (111):1–169, 2010.

202. N. O. Nygaard. A p-adic proof of the nonexistence of vector fields on K3 surfaces. Ann. of
Math. (2), 110(3):515–528, 1979.

203. N. O. Nygaard. The Tate conjecture for ordinary K3 surfaces over finite fields. Invent. Math.,
74(2):213–237, 1983.

204. N. Nygaard and A. Ogus. Tate’s conjecture for K3 surfaces of finite height. Ann. of Math.
(2), 122(3):461–507, 1985.

205. J. Oesterlé. Polylogarithmes. Astérisque, (216):Exp. No. 762, 3, 49–67, 1993. Séminaire
Bourbaki, Vol. 1992/93.

206. A. Ogus. F -crystals, Griffiths transversality, and the Hodge decomposition. Astérisque,
(221):ii+183, 1994.

207. A. Ogus and V. Vologodsky. Nonabelian Hodge theory in characteristic p. Publ. Math. Inst.
Hautes Études Sci., (106):1–138, 2007.

208. M. C. Olsson. Deformation theory of representable morphisms of algebraic stacks. Math. Z.,
253(1):25–62, 2006.

209. F. Orgogozo. Conjecture de Bloch et nombres de Milnor. Ann. Inst. Fourier (Grenoble),
53(6):1739–1754, 2003.

210. F. Orgogozo. Modifications et cycles proches sur une base générale. Int. Math. Res. Not.,
pages Art. ID 25315, 38, 2006.

211. D. Quillen. Rational homotopy theory. Ann. of Math. (2), 90:205–295, 1969.
212. N. Ramachandran. One-motives and a conjecture of Deligne. J. Algebraic Geom., 13(1):29–

80, 2004.
213. R. A. Rankin. Contributions to the theory of Ramanujan’s function τ(n) and similar

arithmetical functions. I. The zeros of the function
∑∞

n=1 τ(n)/n
s on the line Rs = 13/2.

II. The order of the Fourier coefficients of integral modular forms. Proc. Cambridge Philos.
Soc., 35:351–372, 1939.

214. M. Rapoport. Compactifications de l’espace de modules de Hilbert-Blumenthal. Compositio
Math., 36(3):255–335, 1978.

215. M. Rapoport and T. Zink. Über die lokale Zetafunktion von Shimuravarietäten. Mon-
odromiefiltration und verschwindende Zyklen in ungleicher Charakteristik. Invent. Math.,
68(1):21–101, 1982.

216. J. D. Rogawski. Representations of GL(n) and division algebras over a p-adic field. Duke
Math. J., 50(1):161–196, 1983.
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physics

Ever since the time of Newton, differential equations have been used by math-
ematicians, scientists and engineers to explain natural phenomena and to predict
how they evolve. Many equations incorporate stochastic terms to model unknown,
seemingly random, factors acting upon that evolution. The range of modern
applications of deterministic and stochastic evolution equations encompasses such
diverse issues as planetary motion, ocean currents, physiological cycles, population
dynamics, and electrical networks, to name just a few. Some of these phenomena
can be foreseen with great accuracy, while others seem to evolve in a chaotic,
unpredictable way. Now it has become clear that order and chaos are intimately
connected: we may find chaotic behavior in deterministic systems, and conversely,
the statistical analysis of chaotic systems may lead to definite predictions.

Yakov Sinai made fundamental contributions in this broad domain, discovering
surprising connections between order and chaos and developing the use of prob-
ability and measure theory in the study of dynamical systems. His achievements
include seminal works in ergodic theory, which studies the tendency of a system to
explore all of its available states according to certain time statistics; and statistical
mechanics, which explores the behavior of systems composed of a very large
number of particles, such as molecules in a gas.

Sinai’s first remarkable contribution, inspired by Kolmogorov, was to develop
an invariant of dynamical systems. This invariant has become known as the
Kolmogorov–Sinai entropy, and it has become a central notion for studying the
complexity of a system through a measure-theoretical description of its trajectories.
It has led to very important advances in the classification of dynamical systems.

Sinai has been at the forefront of ergodic theory. He proved the first ergodicity
theorems for scattering billiards in the style of Boltzmann, work he continued with
Bunimovich and Chernov. He constructed Markov partitions for systems defined by
iterations of Anosov diffeomorphisms, which led to a series of outstanding works
showing the power of symbolic dynamics to describe various classes of mixing
systems.

With Ruelle and Bowen, Sinai discovered the notion of SRB measures: a rather
general and distinguished invariant measure for dissipative systems with chaotic
behavior. This versatile notion has been very useful in the qualitative study of some
archetypal dynamical systems as well as in the attempts to tackle real-life complex
chaotic behavior such as turbulence.

Sinai’s other pioneering works in mathematical physics include: random walks
in a random environment (Sinai’s walks), phase transitions (Pirogov–Sinai theory),
one-dimensional turbulence (the statistical shock structure of the stochastic Burgers
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equation, by E–Khanin–Mazel–Sinai), the renormalization group theory (Bleher–
Sinai), and the spectrum of discrete Schrödinger operators.

Sinai has trained and influenced a generation of leading specialists in his research
fields. Much of his research has become a standard toolbox for mathematical
physicists. His works had and continue to have a broad and profound impact on
mathematics and physics, as well as on the ever-fruitful interaction of these two
fields.



Autobiography

Ya. G. Sinai

I was born on the 21st of September, 1935 in Moscow to a family of scientists.
My mother, Nadezka Kagan, was a virologist. She worked on vaccines against
encephalitis and died in November of 1938 after she became infected by the
vaccine on which she was working. My father was a professor of microbiology in
one of Moscow’s medical institutions. He participated in World War II working
as an epidimeologist from 1941 through 1945. He married again in 1940, and my
stepmother, E.N. Levkovich, was also a famous virologist. I lived under her warm
care for many years. She sometimes took me to her laboratory, which was staffed
completely by women. Therefore, for many years I believed that biology was purely
a women’s field.

I lived in a big family, headed by my grandfather, V.F. Kagan. He was a
mathematician working on the foundations of geometry. He also did a great deal of
work for the popularization of Lobachevsky geometry and the Lobachevsky proof
of the fifth Euclid postulate.

At the beginning of the Twentieth Century, our family lived in Odessa, a major
city in Ukraine. My grandfather worked in a college there, where he gave the first
lecture course on Einstein’s special relativity theory. The course was very popular
among students, some of whom later became leading physicists in the Soviet Union.

V.F. Kagan was also seriously involved in mathematics and physics education. He
served as the chief editor of the journal, “Mathesis”, which was oriented to younger
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students. He also conducted research during that time. (I recently saw a reference to
one of his papers from 1916, which was quoted in a current research paper.)

I have one brother, G.I. Barenblatt. He is a well-known expert in fluid dynamics
and the theory of fractures and the author of several monographs on scaling methods
in fluid dynamics. His first thesis was on turbulence and was written under the
supervision of A.N. Kolmogorov.

In the beginning of the 1920s, our family moved to Moscow. My grandfather had
become a professor in the Mathematics Department of Moscow State University
and also served as the Chair of Differential Geometry. Once, when I was about 15
years old, my grandfather decided to teach me mathematics and gave me a lecture
on quaternions. He then asked me to write a composition on them. I assume my
results were unsuccessful because his attempts were never repeated.

During my school year I participated in several Oympiads, always without
success. (This might be useful for high school students who sometimes exaggerate
the role of Olympiads.)

Due to my grandfather’s strong support, I entered Moscow State University in
1952. (The gold medal I received after my graduation from high school apparently
was not enough!) The first lecture course that I attended made a strong impression
on me. It was on classical mechanics and was taught by N.G. Chetaev, a famous
expert in this field. My first junior thesis was written under his supervision. Another
popular professor there was E.B. Dynkin, who organized a working seminar for first
year students. It was attended by many people, including I. Girsanov and L. Seregin,
who both later became famous probabilists.

E.B. Dynkin gave me the first serious problem, which I worked on for the next
couple of years. Once it was solved, it became my first publication.

In 1957, A.N. Kolmogorov announced that he was giving a lecture course on
dynamical systems. In the beginning, he explained von Neumanns theory of systems
with pure point spectrum using a purely probabilistic approach. I later found a
similar approach in a book written for engineers by Fortet and Blanc-Lapierre.
The whole theory looked extremely beautiful. People believed at the time that the
theory of dynamical systems with continuous spectrum would be some extension of
von Neumann’s theory of systems with pure point spectrum. However, Kolmogorov
surprised us one day by showing the definition of the entropy of dynamical systems.
Using modern language, one can say that he proposed the definition of entropy
of Bernoulli shifts and proved that Bernoulli shifts with different value of entropy
were metrically non-isomorphic. This was a great breakthrough. In a text that
Kolmogorov later submitted for publication, though, he introduced a new class
of dynamical systems which he called quasi-regular and provided a definition of
entropy for this class. (I shall not discuss his motivations.) Shortly after that,
V.A. Rokhlin proposed an example that showed that the entropy proposed by
Kolmogorov was not a metric invariant. Now it is easy to construct similar examples.
At that time, I was working on the definition of entropy which could be applied to
arbitrary dynamical systems. The text by B.M. Gurevich in this book explains many
details. Various publications of entropy can be found in the papers by Bunimovich,
Szasa, Simanyi, and Pesin, which are also in this book.
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I married my wife, Elena Vul, in 1956. She was also a mathematics student
in the same year with me at Moscow State University. Her father, B.M. Vul, was
a remarkable physicist who worked on semiconductors. We spoke many times of
various scientific problems.

Ya. G. Sinai with his friends in Tel-Aviv. (Photo: private)

Over the years I have been very fortunate to have scientific contact with
outstanding mathematicians in Moscow like I.M. Gelfand, B.A. Rokhlin, V.I.
Arnold, S.P. Novikov, R.L. Dobrushin, R.A. Minols, V.E. Zakharov, F.A. Berezin,
D.V. Anosov, and others.

In 1973 I received an invitation to become a member of the Landau Institute
of Theoretical Physics. The Director of the Institute was I.M. Khalatnikov, a
former student of L.D. Landau. He attracted many physicists, mathematicians, and
mathematical physicists. The general atmosphere in the Institute was very friendly.
Every paper that was done by people in the Institute would be discussed in the form
of a Colloquium talk so that it could be understood by others.

At the current time, the IPPI (or the Institute of Information Transmission) plays
a big role in mathematical physics in Moscow. Its Director, A.P. Kuleshov, supports
the research of many mathematicians and physicists. It is quite common for Russian
mathematicians who are working in the West to give talks at the Institute during their
visits to Moscow. My seminar on problems of dynamical systems and statistical
physics continues to meet there during my stays there.

Over the past 50 years, I have had many students and I am proud of all of them.
They have played an important role in my life.
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Prof. Sinai together with his students during the celebration of his 80th birthday party, 2015.

(Photo: private)

Today I am a professor in the Princeton University Mathematics Department.
I have many colleagues with whom I share warm scientific and personal contacts
there as well as at the Institute for Advanced Study.

Prof. Sinai in his office in Fine Hall, 2015. (Photo: private)
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I would like to thank L. Bunimovich, B. Gurevich, K. Khanin, D. Li, Ya. Pesin,
N. Simanyi, and D. Szasz for their excellent texts that were prepared specifically for
this edition.

Prof. Sinai near his house in Princeton, 2005. (Photo: private)

Haakon, The Crown Prince of Norway giving the Abel Prize to Prof. Sinai, 2014. (Scanpix)



Sinai’s Dynamical System Perspective
on Mathematical Fluid Dynamics

Carlo Boldrighini and Dong Li

Abstract We review some of the most remarkable results obtained by Ya.G. Sinai
and collaborators on the difficult problems arising in the theory of the Navier–
Stokes equations and related models. The survey is not exhaustive, and it omits
important results, such as those related to “Burgers turbulence”. Our main focus in
on acquainting the reader with the application of the powerful methods of dynamical
systems and statistical mechanics to this field, which is the main original feature of
Sinai’s contribution.

1 Introduction

One of the fundamental unsolved problems in mathematical fluid dynamics is
whether smooth solutions to the three-dimensional incompressible Navier–Stokes
System (NSS) can develop singularities in finite time. Sinai has a remarkable
intuition that the formation of finite time singularities is possible for the 3D
Navier–Stokes system: NSS without external forcing can be regarded a reasonable
approximation to the dynamics of a dry air in a big desert, and in deserts
such phenomena as tornados are possible due to purely kinematic mechanisms.
Mathematically speaking, the most notable difficulties of NSS are its non-locality
and super-criticality. The system is nonlocal due to the incompressibility constraint
and supercritical with respect to the basic energy conservation law. Super-criticality
can also be derived through a scaling analysis on the life-span of solutions.
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Over the years, Sinai and his collaborators have developed several original and
powerful methods to tackle many difficult wellposedness and regularity questions
in hydrodynamics. Unlike the usual practitioners of PDEs, his approach to these
problems is highly original, and his incredible technical power and remarkable
insight from dynamical systems has led to substantial progress on the understanding
of NSS at fine scales, which is the key to the global regularity conjecture.

The list of results surveyed below is certainly not exhaustive and only represents
a small fraction of his many important works. For example, we do not discuss
Dinaburg–Sinai’s Fourier space model of the NSS and Euler systems (see [15, 16]
and see also Friedlander–Pavlovic [22] for further developments), and we do not
include a detailed survey on Sinai’s ground-breaking work on Burgers turbulence,
stochastic hydrodynamics and further developments. Nevertheless, we hope that
what we report reflects his unique dynamical system perspective on mathematical
fluid dynamics. The topics selected here include: a geometric trapping method for
wellposedness and regularity of solutions to NSS [35], power series and diagrams
[36–38], complex solutions and renormalization group for the three-dimensional
NSS [32], bifurcation of solutions for two-dimensional NSS [33, 34] and stochastic
dynamics of two-dimensional NSS [18].

2 A Geometric Trapping Method for NSS

Consider the d-dimensional incompressible Navier–Stokes system on the periodic
torus Td = R

d/Zd ,

⎧
⎪⎪⎨

⎪⎪⎩

∂tu+ (u · ∇) u = −∇p + νΔu, (t, x) ∈ (0,∞)× T
d,

∇ · u = 0,

u|t=0 = u0.

(1)

Here u = u(t, x) = (u1(t, x), . . . , ud(t, x)) represents the velocity of the fluid
and p = p(t, x) denotes the pressure. When ν = 0 the system (1) becomes the
incompressible Euler equation. The first equation in (1) is just the usual Newton’s
law: the left-hand side describes the acceleration of the fluid in Eulerian frame,
whereas the right-hand side represents the force. The second equation in (1) is
the usual incompressibility (divergence-free) condition. It can also be regarded
a constraint through which the pressure gradient term emerges as a Lagrange
multiplier. To reduce the complexity of the system one can use the vorticity
formulation. In two dimensions, define w = ∇⊥ · u = −∂x2u1 + ∂x1u2. Then
the equation governing w takes the form

∂tw + (u · ∇) w = νΔw, (2)
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where, under suitable regularity assumptions, u is connected to w by the Biot–Savart
law:

u = Δ−1∇⊥w =
(
−Δ−1∂x2w,Δ−1∂x1w

)
.

It is evident from the vorticity form that for smooth solutions the Lp-norm ‖w‖p is
preserved in time for all 1 ≤ p ≤ ∞ in 2D. On the other hand, in three dimensions,
one can introduce the vorticity vector w = ∇ × u for which the vorticity equation
takes the form:

∂tw + (u · ∇) w = (w · ∇) u+ νΔw, (3)

with

u = −Δ−1∇ × w.

Compared with two dimensions, the vorticity stretching term (w · ∇u) is the main
obstruction to global wellposedness in three dimensions. In the whole planeR2 case,
the first existence and uniqueness results for weak solutions of (1) were obtained
in Leray’s thesis in 1933. For the three-dimensional whole space case Leray [30]
proved the existence of weak solutions. Hopf in [23] then obtained the existence of
weak solutions in arbitrary open subsets Ω of Rn, n ≥ 2. Ladyzenskaya [26] in
1962 proved existence and uniqueness of solutions for two-dimensional domains.
Since then many other strong methods were developed in [10, 39, 40, 42], providing
deep insights into the fine behavior of solutions to (1).

In [35], Mattingly and Sinai developed a novel geometric trapping method for
proving existence, uniqueness and regularity of solutions to the Navier–Stokes sys-
tem. To describe this method, consider the two-dimensional vorticity equation (2).
Expand the vorticity w in Fourier series:

w(x, t) =
∑

k∈Z2

wk(t)e
2πik·x, x = (x1, x2)

where wk denote the Fourier coefficients. Since w is real-valued, we have w−k =
wk. One can then write a coupled ODE-system for the modes wk(t) as

d

dt
wk + 2πi

∑

l1+l2=k

wl1wl2

k · l⊥2
|l2|2 = −4π2ν|k|2wk, (4)

where |k| =
√
k2

1 + k2
2, l⊥ = (l(1), l(2))⊥ = (−l(2), l(1)).

A more general version of (2) is the case where the Laplacian is replaced by the
fractional Laplacian |∇|α with α > 0. Correspondingly, (4) can be generalized as:

d

dt
wk + 2πi

∑

l1+l2=k

wl1wl2

k · l⊥2
|l2|2 = −4π2ν|k|αwk. (5)
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Without loss of generality one can assume w0 = 0 since the mean value of w is
preserved by the dynamics.

The results obtained in [35] can be formulated as follows.

Theorem 1 ([35]) Let α > 1 in (5). Suppose for some constant 0 < D1 < ∞,

1 < r < ∞,

|wk(0)| ≤ D1

|k|r , ∀ k ∈ Z
2 \ {0}.

Then one can find a finite constant D′
1 > 0, depending only on (D1, ν), such that

any solution to (5) with these initial conditions satisfies

|wk(t)| ≤ D′
1

|k|r , ∀ k ∈ Z
2 \ {0}

for all t > 0.

A few remarks are now in order. First, the main theorems stated in [35] are more
general and include the case with external forcing under suitable decay assumptions
on the Fourier modes which are uniform in time. By using some refined estimates,
Mattingly and Sinai also proved that the solutions become real analytic for t > 0
(i.e., |wk(t)| ≤ const ·e− const ·|k|, for t > t0 > 0). Statements close to these were
also proved in [17, 21, 24], but the methods are quite different and more function
analytic in nature.

In the three-dimensional setting, one can introduce

u(x, t) =
∑

k∈Z3

uk(t)e
2πik·x,

w(x, t) =
∑

k∈Z3

wk(t)e
2πik·x.

By using (3), we obtain

d

dt
wk(t) = −2πi

∑

l1+l2=k

[
(ul1 · l2)wl2 − (wl1 · l2)ul2

]− 4π2ν|k|2wk

= −2πi
∑

l1+l2=k

[
(ul1 · k)wl2 − (wl1 · k)ul2

]− 4π2ν|k|2wk,

where the second equality follows from the incompressibility condition. Similar
to the two-dimensional case, one can replace the Laplacian with the fractional
Laplacian |∇|α, and obtain

d

dt
wk(t) = −2πi

∑

l1+l2=k

[
(ul1 · k)wl2 − (wl1 · k)ul2

]− 4π2ν|k|αwk. (6)
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For this nonlocal system, the following theorem was proved in [35].

Theorem 2 ([35]) Consider (6) with α > 5
2 . If the initial data {wk(0)} are such

that for some 0 < D < ∞, r > 3
2 ,

|wk(0)| ≤ D

|k|r , ∀ k ∈ Z
3 \ {0},

then there exists a constant D′ depending only on (D, r, α), such that for any t ≥ 0,

|wk(t)| ≤ D′

|k|r , ∀ k ∈ Z
3 \ {0}.

Remark One should note that α = 2 corresponds to the usual Navier–Stokes case.
Analogous statements can also be proved for that situation, provided the constant D
is sufficiently small, which will become a typical small data global wellposedness
result for 3D NSS. For large data global wellposedness, one can lower the constant
α > 2.5 to α = 2.5 or even with some logarithmic damping of the symbol. All
of these difficulties are ultimately connected with the lack of globally coercive
quantities stronger than energy.

We now focus on the two-dimensional case and describe in more detail the
geometric trapping method of Mattingly and Sinai. Roughly speaking, the idea is
to consider a finite Galerkin system of coupled ODEs for the Fourier coefficients.
One can write a finite approximation of (5) abstractly as

d

dt
wk(t) = Bk(w,w)− 4π2ν|k|αwk.

By using the basic enstrophy inequality

∑

k

|wk(t)|2 ≤ E0, ∀ t > 0,

one can trap the low modes, i.e., for any K0 > 0, there exists D1(K0), such that

|wk(t)| ≤ D1

|k|r , ∀ |k| ≤ K0.

One then defines a trapping region for all modes as

Ω =
{

(wk) : |wk| ≤ D1

|k|r , ∀ 0 �= k ∈ Z
2
}
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It is evident that the low modes {|k| ≤ K0} are already in the trapping region, and
the boundary of the trapping region is given by

∂Ω =
{

(wk) : |wk| ≤ D1

|k|r , ∀ 0 �= k ∈ Z
2, and equality holds for some k = k∗

}

.

By choosing D1 large, Ω contains the initial data in its interior. Then one endeavors
to show that the dynamics will always trap the sequence of Fourier modes inside Ω .
Geometrically speaking, it amounts to showing that the vector field on the boundary
∂Ω always points into the interior of Ω . More precisely one checks that for K0
sufficiently large, if there are |k∗| > K0, with wk∗ = D1|k∗|r (the case wk∗ = − D1|k∗|r is
similar), then

d

dt
wk(t)

∣
∣
∣
∣
k=k∗

< 0.

By using the enstrophy estimate together with the trapping estimate, one can
estimate the nonlinear term as

|Bk(w,w)(t)| ≤ const ·
√
E0 · D1

|k∗|r−1 · log |k∗|.

Thus

d

dt
wk(t)

∣
∣
∣
∣
k=k∗

≤ const ·
√
E0 · D1

|k∗|r−1 · log |k∗| − 4π2ν
1

|k∗|r−α
< 0, (7)

if K0 is chosen sufficiently large.
This concludes the trapping argument. One should note from (7) that the

restriction α > 1 is purely technical, and due to the fact that only enstrophy
conservation and L∞

t -type breakthrough scenario enter the argument. By using
more time integrability, one can obtain analyticity also for α = 1 (for global
wellposedness we do not need any constraint on α since 2D Euler is globally
wellposed by using ‖w‖L∞

x
).

One can also rephrase in typical PDE language the trapping argument of
Mattingly and Sinai, as a sort of maximum principle in Fourier space. It is a beautiful
geometric dynamical system proof, which has since been generalized and developed
to many other situations (cf. [2, 4, 11–14] and the references therein).

3 Power Series and Diagrams

In the seminal works [36–38], Sinai developed a power series and diagram
representation for the Navier–Stokes system. These works can be viewed as a
precursor to the renormalization group approach developed later. Consider the
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three-dimensional Navier–Stokes system (1), with viscosity ν = 1 and on the whole
space R3. After the Fourier transform

v(k, t) =
∫

R3
u(x, t)e−ik·x dx,

it becomes a nonlinear non-local equation:

v(k, t) = e−|k|2t v(k, 0)+ i

∫ t

0
e−(t−s)|k|2

∫

R3

〈
k, v(k − k′, s)

〉
Pkv(k

′, s)dk′ds.

(8)

The incompressibility condition enforces v(k, t) ⊥ k for any k �= 0. The operator
Pk is the orthogonal projection to the subspace orthogonal to k. In this way the
pressure does not appear and we consider the space of functions {v(k) : v(k) ⊥ k}
as the main phase space of the dynamical system defined by (1).

Classical (strong) solutions to (8) on the time interval [0, t0] are functions
v(k, t), 0 ≤ t ≤ t0, such that the integrals

∫ t

0
e−(t−s)|k|2

∫

R3
|v(k − k′, s)| · |v(k′, s)| dk′ds,

are bounded for any 0 ≤ t ≤ t0 and the left-hand side is equal to the right-hand
side. A more convenient (easily checkable), but stronger condition, is to require the
integrals

∫

R3
|v(k − k′, s)| · |v(k′, s)| dk′

to be uniformly bounded in s. The latter definition was adopted in [38].
Sinai considered (8) in the space of functions which can have singularities near

k = 0 or k = ∞. The following space Φ(α,w) was introduced in [38].

Definition 4 {v(k), k ∈ R3} ∈ Φ(α,w) if for some constants 0 < C,D < ∞,

|v(k)| ≤
{

C
|k|α , if |k| ≤ 1,
D
|k|w , if |k| > 1.

The cut-off “1” for |k| can be replaced by any positive number. The parameters
α and w satisfy the inequalities α ≥ 2, w < 3. One can endow the space Φ(α,w)

with a norm by taking the infimum of all possible C +D.
In [38], Sinai proved a short-time local existence theorem in the space Φ(α,w),

α > 2, w < 3. Namely, for any initial data (in the Fourier space) v(k, 0) ∈ Φ(α,w),
there exists T0 > 0 sufficiently small, such that (8) admits a unique solution on
[0, T0] in the space Φ(α,w). One should note that in this theorem, v(k, 0) is allowed
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to be an arbitrary complex (C3-valued) vector function. When v(k, 0) = v(−k, 0)
for any k ∈ Z3, the corresponding velocity u(x, 0) is a R3-valued vector function.

In the space Φ(2, 2) one can prove a small data global wellposedness result.
Namely, let v(k, 0) = C(k,0)

|k|2 , with supk |C(k, 0)| ≤ C0 and C0 is sufficiently small.
Then there exists a unique solution v(k, t) of (8) defined for all t > 0.

One can see the references [8, 28, 38] for short proofs of this theorem. Recently,
Lei and Lin [29] discovered a remarkable fact, that for Eq. (1) with ν > 0 and on
R3 one can have global wellposedness as long as supk |C(k, 0)| ≤ Cν, where C is
an absolute constant.

In [36], Sinai considered the space Φ(α, α) with α = 2+ε and ε > 0 sufficiently
small. Denote v(k, 0) = C(k,0)

|k|α where C(k, 0) is continuous everywhere outside
k = 0, and ‖C(k, 0)‖L∞

k
= supk �=0 |C(k, 0)| = 1. Introduce a one-parameter family

of initial conditions vA(k, 0) = AC(k,0)
|k|α , where A is a complex-valued parameter.

For given A, the time of existence for the local solution will depend on A. More
precisely, the following theorem was proven in [36].

Theorem 5 ([36]) There exists a constant λ0 = λ0(α) > 0 depending only on α

such that if |λ| = |AT ε
2 | ≤ λ0, then there exists a unique local solution in the space

Φ(α, α) on the time interval [0, T ].
To prove this theorem Sinai used the method of iterations. In terms of the

unknown CA(k, t) = |k|αvA(k, t), one can define the iterations C
(n)
A (k, t) via the

formula

C
(n)
A (k, t)

= Ae−|k|2tC(k, 0)

+ i|k|α
∫ t

0
e−|k|2(t−s)

∫

R3

〈k, C(n−1)
A (k − k′, s)〉PkC

(n−1)
A (k′, s)

|k − k′|α|k′|α dk′ds, n ≥ 1,

with

C
(0)
A (k, t) = Ae−|k|2tC(k, 0).

By splitting into low and high frequencies, Sinai showed that if |λ| ≤ λ0(α) "
1, then ‖C(n)‖∞ ≤ 2A for all n ≥ 1, and the sequence of iterations (C(n)) is a
contraction. From the point of view of dynamical systems, the scalar λ is a ruling
parameter in the current situation. In the same paper, Sinai then went on to construct
a power series for the solution CA(k, t), namely:

CA(k, t) = AC(k, 0)e−t |k|2 +
∑

p≥1

Ap

∫ t

0
e−(t−s)|k|2s

pε
2 hp(k, s) ds, (9)
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where

s
ε
2 h1(k, s) = i|k|α

∫

R3

〈k, C(k − k′, 0)〉PkC(k
′, 0)e−s|k−k′ |2−s|k′|2

|k − k′|α · |k′|α dk′,

sεh2(k, s)

= i|k|α ·
[ ∫ s

0
s
ε
2
1 ds1

∫

R3

〈k, h1(k − k′, s1)〉PkC(k
′, 0) · e−(s−s1)|k−k′|2−s|k′|2dk′

|k − k′|α|k′|α

+
∫ s

0
s
ε
2

2 ds2

∫

R3

〈k, C(k − k′, 0)〉Pkh1(k
′, s2)e

−s|k−k′|2−(s−s2)|k′ |2dk′

|k − k′|α · |k′|α
]
,

and

s
pε
2 hp(k, s)

= i|k|α ·
[ ∫ s

0
s
p−1

2 ε

1 ds1 ·
∫

R3

〈k, hp−1(k − k′, s1)〉PkC(k
′, 0)e−(s−s1)|k−k′ |2−s|k′ |2dk′

|k − k′|α · |k′|α

+
∫ s

0
s
p−1

2 ε

2 ds2 ·
∫

R3

〈k,C(k − k′, 0)〉Pkhp−1(k
′, s1)e

−s|k−k′ |2−(s−s2)|k′|2dk′

|k − k′|α · |k′|α

+
∑

p1,p2≥1
p1+p2=p−1

∫ s

0
s
p1ε

2
1 ds1

∫ s

0
s
p2ε

2
2 ds2

×
∫

R3

〈k, hp1(k − k′, s1)〉Pkhp2(k
′, s2)e

−(s−s1)|k−k′ |2−(s−s2)|k′ |2dk′

|k − k′|α · |k′|α
]
.

Now use the ansatz hp(k, s) = s
ε
2 |k|αgp(k√s, s) and make the change of variables:

s1 = ss̃1, s2 = ss̃2, k
√
s = k̃, k′

√
s = k̃′. Then hp(k, s) = s

ε
2 |k|αgp(̃k, s). The

system of recurrent relations governing the functions gp(̃k, s) then takes the form:

g1(̃k, s) = i

∫

R3

〈k̃, C( k̃−k̃′√
s
, 0)〉P

k̃
C( k̃′√

s
, 0)e−|k̃−k̃′|2−|k̃′ |2dk̃′

|k̃ − k̃′|α · |k̃′|α ,

g2(̃k, s)

=
∫ 1

0
s̃ε1ds̃1

∫

R3

〈k̃, g1((k̃ − k̃′)
√
s̃1, s · s̃1)〉 · Pk̃

C( k̃′√
s
, 0)e−(1−s̃1)|k̃−k̃′ |2−|k̃′|2dk̃′

|k̃′|α

+
∫ 1

0
s̃ε2ds̃2

∫

R3

〈k̃, C( k̃−k̃′√
s
, 0)〉P

k̃
g1(k̃

′√s̃2, ss̃2)e
−|k̃−k̃′ |2−(1−s̃2)|k̃′|2dk̃′

|k̃ − k̃′|α ,
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and for p ≥ 3

gp(̃k, s)

= i
[ ∫ 1

0
s̃
pε
2

1 ds̃1

∫

R3

〈k̃, gp−1((k̃ − k̃′)
√
s̃1, ss̃1)〉Pk̃C( k̃′√

s
, 0)e−(1−s̃1)|k̃−k̃′|2−|k̃′|2dk̃′

|k̃′|α

+
∫ 1

0
s̃
pε
2

2 ds̃2

∫

R3

〈k̃, C( k̃−k̃′√
s
, 0)〉P

k̃
gp−1(k̃

′√s̃2, ss̃2)e
−|k̃−k̃′|2−(1−s̃2)|k̃′|2dk̃′

|k̃ − k̃′|α

+
∑

p1,p2≥1
p1+p2=p−1

∫ 1

0
s̃

p1ε
2

1 ds̃1

∫ 1

0
s̃

p2ε
2

2 ds̃2

∫

R3
〈k̃, gp1((k̃ − k̃′)

√
s̃1, s · s̃1)〉·

· P
k̃
gp2(k̃

′√s̃2, ss̃2) · e−(1−s̃1)|k̃−k̃′|2−(1−s̃2)|k̃′|2dk̃′
]
. (10)

It follows from these recurrent relations that each gp(̃k, s) depends on the initial
conditions C(k, 0) via the sum of not more than bp 4p-dimensional integrals where
b is some constant. The main assumption is that C(k, 0) is compactly supported in
{|k| ≤ R0}, where R0 is a positive constant.

By using a sophisticated inductive analysis together with some combinatorics,
Sinai proved the following theorem.

Theorem 6 ([36]) The functions gp(̃k, s) satisfy the inequality:

|gp(̃k, s)| ≤ Cpf (|̃k|)e−
|̃k|2
p+1 ,

where f (x) = min{x, 1
x
} for x > 0, and Cp ≤ b1b

p
2 for some constants 0 <

b1, b2 < ∞ depending only on α.

It follows that if At
ε
2 < b−1

2 , then the series (9) converges for every 0 �= k ∈ R3.
In [37], Sinai analyzed in more detail the recurrent system (10) and introduced

diagrams, corresponding to each multi-dimensional integral in the series. Each
diagram is determined by a scheme, and any scheme is a sequence of partitions
of the set starting from [1, 2, . . . , p + 1] = Δ(0). By using a deep analogy with
statistical mechanics, Sinai then estimated several classes of diagrams and showed
that the partition functions of short diagrams decay exponentially. In [37], one
can find a systematic approach to study and estimate short diagrams for large p.
This approach has a striking resemblance of the renormalization group method in
statistical mechanics.
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4 Complex Valued Solutions and Renormalization Group

Consider the Navier–Stokes system (1) on R
3 with viscosity ν = 1. By using the

Fourier transform

ṽ(k, t) =
∫

R3
u(x, t)e−ik·x dx,

one obtains an equivalent non-local nonlinear system

ṽ(k, t) = e−|k|2t ṽ(k, 0)+ i

∫ t

0
e−(t−s)|k|2

∫

R3

〈
ṽ(k − k′, s), k

〉
Pkṽ(k

′, s)dk′ds,

(11)

where Pk is the solenoidal projection operator

Pkṽ = ṽ − 〈̃v, k〉
|k|2 k,

and 〈·, ·〉 denotes the scalar product

〈a, b〉 = a · b, if a, b ∈ C
3.

Introduce the change of variable

ṽ(k, t) = −iv(k, t).

Then in terms of v(k, t), the integral equation (11) now takes the form

v(k, t) = e−|k|2t v(k, 0)+
∫ t

0
e−(t−s)|k|2

∫

R3

〈
v(k − k′, s), k

〉
Pkv(k

′, s)dk′ds.

(12)

This non-local integral equation is the main object of study. In general, R3-valued
solutions to (12) will correspond to complex solutions u(x, t) in (1). If one restricts
to the class of v(k, 0) such that v(k, 0) = −v(k, 0) for all k ∈ Z3, then v(k, t) will
also be odd in k and such solutions correspond to R3-valued real (and physical) fluid
flows.

In [32], a Renormalization Group type method was developed to show that there
exists a class of R3-valued initial data v(k, 0) which are compactly supported such
that the corresponding solution to (12) blows up in finite time. The velocity field
u(x, 0) corresponding to v(k, 0) is, however,C3-valued. As such, these solutions do
not obey energy conservation and correspond to non-physical flows. Nevertheless
the behavior of these solutions in some sense resemble the forward cascade of
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Fourier modes and they are a show-case of some important fine structures of the
Navier–Stokes system.

We now review in more detail the results of [32].
Consider a one-parameter family of initial data in the form vA(k, 0) = Av0(k),

where v0(k) will be a fixed profile and A is a positive parameter. The corresponding
solution to (12) can then be represented as a power series

vA(k, t) = Ae−t |k|2v0(k)+
∫ t

0
e−|k|2(t−s)

⎡

⎣
∞∑

p=2

Apg(p)(k, s)

⎤

⎦ ds. (13)

Set g(1)(k, s) = e−s|k|2v0(k). Substituting (13) into (12), we then obtain

g(2)(k, s) =
∫

R3
〈v0(k − k′), k〉Pkv0(k

′)e−s|k−k′|2−s|k′|2 dk′,

and for p > 2

g(p)(k, s) =
∫ s

0
ds2

∫

R3
〈v0(k − k′, k〉Pkg

(p−1)(k′, s2)e
−s|k−k′|2−(s−s2)|k′|2dk′

+
∫ s

0
ds1

∫

R3
〈g(p−1)(k − k′, s1), k〉Pkv0(k

′)e−(s−s1)|k−k′|2−s|k′|2dk′

+
∑

p1+p2=p
p1,p2>1

∫ s

0
ds1

∫ s

0
ds2〈g(p1)(k − k′, s1), k〉

× Pkg
(p2)(k′, s2)e

−(s−s1)|k−k′|2−(s−s2)|k′|2dk′. (14)

The initial data v0 will be assumed to have support localized in a sphere around
some K(0) = (0, 0, k0), k0 $ 1. The radius of the sphere is much smaller than k0.
By a deep analogy with probability theory, the support of the functions g(p) is then
expected to be localized about the point pK(0) = (0, 0, pk0) with a fattened size√
p for large p. From these considerations, one can then introduce the change of

variable and ansatz:

k = pK(0) +√
pY, h(p)(Y, s) = g(p)(pK(0) +√

pY, s),

where the new variable Y typically takes values O(1). In all integrals over s1, s2

in (14), make another change of variables sj = s(1 − θj

p2
j

), j = 1, 2. Instead of the
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integration over k′, we introduce Y ′ such that k′ = p2k0+√
pk0Y

′. Denote γ = p1
p

.
Then we obtain from (14) the recurrent relation

h(p)(Y, s) = p5/2
∑

p1+p2=p
p1,p2>

√
p

1

p2
1p

2
2

∫

R3
P
e3+ Y√

p
h(p2)(

Y ′
√

1 − γ
, s)·

× 〈h(p1)(
Y − Y ′
√
γ

, s), e3 + Y√
p
〉dY ′ · (1 + o(1)),

where e3 = (0, 0, 1). In coordinates one can write

h(p)(Y, s) =
(

h
(p)
1 (Y, s), h

(p)
2 (Y, s),

F (p)(Y, s)√
p

)

. (15)

For large p the incompressibility condition 〈h(p)(Y, s), k〉 = 0 enforces

Y1h
(p)

1 (Y, s)+ Y2h
(p)

2 (Y, s)+ F (p)(Y, s) = O(p−1/2).

It follows that F (p) = O(1) and the vector h(p)(Y, s) is almost orthogonal to the
k3-axis for large p.

Make the ansatz

h(p)(Y, s) = pΛ(s)p
3∏

j=1

g(3)(Y )
(
H(Y)+ δ(p)(Y, s)

)
, (16)

where Λ(s) is a positive function, g(3)(Y ) = (2π)−3/2e−|Y |2/2 is the standard
Gaussian density, and the remainder term δ(p) tends to zero as p → ∞. The vector
function

H(Y) = (H1(Y1, Y2),H2(Y1, Y2), 0)

will correspond to the fixed point of the renormalization group. The fact that it is
two-dimensional and depends only on (Y1, Y2), can be traced back to (15), which is
a consequence of the divergence-free condition.

As we take the limit p → ∞, the discrete sum over p1 in the recurrent relation
becomes an integral over γ = p1

p
. The fixed point equation for the renormalization

group then takes the form

g
(2)
1 (Y )H(Y ) =

∫ 1

0
dγ

∫

R2
g(2)γ (Y − Y ′)g(2)1−γ (Y

′)L (H ; γ, Y, Y ′) (17)

×H

(
Y ′

√
1 − γ

)

dY ′,
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where, by abuse of notation, H(Y) = (H1(Y1, Y2),H2(Y1, Y2)), g
(2)
0 (Y ) =

1
2πσ e

− Y2
1 +Y2

2
2σ , and

L (H ; γ, Y, Y ′) = −(1 − γ )3/2
〈
Y − Y ′
√
γ

,H

(
Y − Y ′
√
γ

)〉

+ γ 1/2(1 − γ )

〈
Y ′

√
1 − γ

,H

(
Y ′

√
1 − γ

)〉

.

In Eq. (17), the Y3-variable was integrated out since it is just the usual convolu-
tion. By using the theory of Hermite polynomials, one can classify the solutions to
the functional equation (17). Amongst all such solutions, a particular simple one is

H(0)(Y1, Y2) = C(Y1, Y2),

where the pre-factor C > 0 can be determined from the equation. One can then
linearize around this fixed point and study the spectrum of the linearized operator.
As it turns out, there are 6 unstable directions and 4 neutral directions. The
following theorem was proven in [32].

Theorem 7 ([32]) For K(0) = (0, 0, k0) and k0 large enough, there exists a 10-
parameter family of initial data and a time interval [s−, s+] such that the ansatz (16)
holds for H = H(0) and s ∈ [s−, s+].

As observed in [5, 6], the recurrent relations and the fixed point equation remain
unchanged if h(p) is replaced by (−1)ph(p). This consideration then leads to two
types of solutions, with type I corresponding to the solution described before and
type II corresponding to (−1)ph(p). Note that if the initial data v0 leads to a type I
solution with the fixed point H(0), then −v0 leads to a type II solution with the same
fixed point.

In [5], it was shown that the solutions corresponding to type I and type II will
have energy and enstrophy diverging as

E(t) = 1

2

∫

R3
|u(x, t)|2 dx = (2π)3

2

∫

R3
|v(k, t)|2 dk ∼ C

(α)
E

(τ − t)βα
,

S(t) =
∫

R3
|∇u(x, t)|2 dx = (2π)3

∫

R3
|k|2|v(k, t)|2 dk ∼ C

(α)
S

(τ − t)βα+2
,

where τ is the blowup time, α = I, II denotes the type of function, βI = 1, βII = 1
2

and C
(α)
E , C(α)

S are constants depending on the initial data.
Numerical simulations of the complex-valued singular solutions reveal very

interesting features [5, 6] some of which are similar to those of related real-valued
energy-preserving solutions.
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5 Bifurcations of Solutions to Two-Dimensional
Navier–Stokes Systems

The usual bifurcation theory in dynamical systems deals with one-parameter
families of smooth maps or vector fields. In that situation fixed points or periodic
orbits become functions of this parameter. Bifurcations appear when their linearized
spectrum changes its structure. The classical approach is to use versal deformations,
i.e., special families such that arbitrary families can be represented as some
projections of versal deformations [3]. In such kind of approach the positions of
the bifurcating orbits and their dependence on the parameter are known. In [33, 34]
a new approach is developed to study deformations produced by solutions of a
PDE system and construct bifurcations using properties of the dynamical flow.
The construction is nonlinear and does not rely on any knowledge of special fixed
points. As a model case, one can study the bifurcation of critical points for a stream
function driven by a two-dimensional incompressible viscous flow. Unlike the usual
scenario the profile of the function can display quite disparate patterns at different
time intervals due to the nonlocal nature of the dynamics.

Consider the Cauchy problem for the two-dimensional Navier–Stokes System
written for the stream function ψ = ψ(t, x, y):

⎧
⎨

⎩

∂ψ
∂t

+Δ−1
(
∂ψ
∂x

· ∂Δψ
∂y

− ∂ψ
∂y

· ∂Δψ
∂x

)
= Δψ,

ψ(t, x + 2π, y) = ψ(t, x, y + 2π) = ψ(t, x, y), ∀ (x, y) ∈ T2,
(18)

where T
2 is the two-dimensional periodic torus with period 1 in each directions.

The velocity u of the fluid is given by u = ∇⊥ψ = (−∂yψ, ∂xψ). For general
initial data the global wellposedness and regularity of solutions to (1) is well-known
by using Mattingly–Sinai’s geometric trapping method or energy type estimates.
The main problem is to study the dynamics of critical points of the stream function
ψ . In [33] it was proposed that if the critical points of the stream function (i.e.,
stagnation points of the velocity field) are points of maxima or minima, then these
points are called viscous vortices because near these points the velocity u is tangent
to the level sets of ψ which is a closed curve. The nonlocal operator Δ−1 in front
of the nonlinear term in (18) is of prime importance (i.e., used in an essential way)
in the construction of the bifurcation. On the other hand, such construction does not
seem to carry over directly to the vorticity formulation. This is deeply connected
with the fact that vorticity only obeys a transport equation and during such processes
the local maxima or minima of the vorticity function are simply transported.

The following theorem establishes in some sense the splitting (bifurcation) of
vortices. It was first proved in [33] under a symmetry assumption and then in [34]
for the general case.

Theorem 8 ([33, 34] Existence of bifurcations) There exists an open set A in
the space of stream functions such that the following holds true: For each stream
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function ψ0 ∈ A , there is an open neighborhood U of the origin, two moments
of time 0 < t1 < t2 such that the corresponding stream function ψ = ψ(t, x, y)

solves (18) with initial data ψ0 and has critical points which bifurcate from 1 to 2
on [0, t1], and 2 to 3 on (t1, t2] in the neighborhood U .

Although the Navier–Stokes equation is not time-reversible, by using a different
construction one can reverse the above scenario and also show the merging of
vortices (see [33, 34] for more details). The bifurcation method devised in [33, 34] is
quite robust and has been generalized to a number of other situations (cf. [31, 43]).
In general the behavior of the critical points is not well studied in multi-dimensional
situations. For parabolic equations, one can show that the number of critical points
decreases as a function of time (see [1]), and estimate the size of critical points
(see [9]).

6 Stochastic Hydrodynamics

Stochastic fluid mechanics is an important tool in the study of real fluid flows, and a
huge physical literature is devoted to it. The traditional approach deals with space or
time averages of some relevant physical quantities. For a deeper insight one needs
information on the typical behavior of the solutions, such as can come from the
knowledge of the invariant measures and their space-time properties.

A brilliant contribution of Sinai and collaborators in this sense is given by the
paper [18], which deals with the two-dimensional Navier–Stokes equations on the
2D torus T2 with random forcing on a finite set of modes:

{
∂tu+ (u · ∇) u+∇p − νΔu = ∂

∂t
W(x, t), (t, x) ∈ (0,∞)× T2,

∇ · u = 0.
(19)

W(x, t) =
∑

0 �=|k|≤N

σkwk(t, ω)ek(x), k ∈ Z
2, ek(x) = i

k⊥

|k| .

Here the {wk}’s are standard i.i.d. complex Wiener processes such that w−k(t) =
wk(t) and σ−k = σk , |σk| > 0. Let u(x) =∑

k ukek(x) with u0 = 0, be the Fourier
expansion, and consider the space L

2 = {∑k∈Z2 |uk|2 < ∞}. Projecting on L
2 we

get a system of Ito stochastic equations

du(x, t)+ νΛ2u(x, t)dt = B(u, u)dt + dW(x, t) (20)

where, denoting by P the projection on the subspace of the divergence-free
functions, we write Λ2u = −PΔu, B(u, v) = −P(u · ∇)v. Equation (20) defines
a Markovian stochastic semi-flow ϕω

s,t , s < t , on L2, for all ω ∈ Ω , the canonical
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space generated by {dwk(t)}. A measure μ on L
2 is said to be invariant if for any

bounded continuous function F on L
2 and t > 0 we have

∫

L2
F(u)μ(du) =

∫

L2
EF(ϕω

0,tu)μ(du) (21)

were E denotes expectation with respect to the measure P on Ω .
The existence of stationary measures was established by compactness in [19, 41].

Uniqueness was proved, under restrictive assumptions, when all modes are forced,
as in the papers by Kuksin and Shirikyan [25] and by Bricmont, Kupiainen and
Lefevere [7]. The main result of E, Mattingly and Sinai is the following theorem.

Theorem 9 ([18]) There is an absolute constant C such that if N2 ≥ C E0
ν3 , where

E0 =∑
|k|≤N |uk|2 then Eq. (20) has a unique stationary measure on L2.

Some comment is here in order. Following the seminal work of Ladyzhenskaya
[27] we know that the 2-dimensional Navier–Stokes equations in a bounded domain,
with no forcing, or with a bounded finite-dimensional force, has a finite-dimensional
attractor, of dimension depending on the Reynolds number [20]. There is a finite
number of “determining” modes, and for large times the other modes are determined
by the past history of the determining ones. The main theorem of [18] states that
uniqueness of the stationary measure holds under the condition that all determining
modes are forced, and is a natural extension of the above results.

A main step in the proof is a representation of the high modes as functionals
of the time-history of the low modes. Let L

2
� = span{ek : |k| ≤ N}, L

2
h =

span{ek : |k| > N} define the subspaces of low and high modes, and denote by
P�, Ph the corresponding projectors in L2. Setting �(t) = P�u, h(t) = Phu, Eq. (20)
becomes

d�(t) =
[
−νΛ2�+ P�B(�, �)

]
dt

+ [P�B(�, h) + P�B(h, �) + P�B(h, h)] dt + dW(t), (22)

dh(t)

dt
=
[
−νΛ2h+ PhB(h, h)

]
+ PhB(�, h) + PhB(h, �) + PhB(�, �). (23)

If �(t) is assigned, Eq. (23) can be solved for h, and let Φs,t (�, h0) be the solution
of (23) at time t with initial condition h0 at time s and fixed �.

By stationarity, one can represent the initial data as coming from a distant past.
Let C((−∞, 0],L2) be the path space of the past and ψω

t u ∈ C((−∞, t],L2) the
evolution of u ∈ C((−∞, 0],L2) induced by the semi-group: (ψω

t u)(s) = u(s) for
s ≤ 0 and (ψω

t u)(s) = ϕ0,su(0) for s ∈ [0, t].
There is an obvious measure μp on C((−∞, 0],L2), induced by the product

measureP×μ onΩ×L2. Defining the shift on the trajectories as (θtv)(s) = v(s+t),
the operator θtψω

t maps C((−∞, 0],L2) into itself. If μ is stationary, then μp is
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also stationary in the sense that for any bounded function F(u) on C((−∞, 0],L2)

we have
∫

C((−∞,0],L2)

F (u)dμp(u) = E

∫

C((−∞,0],L2)

F (θtψ
ω
t u)dμp(u).

Moreover, it is clear that if μ and ν are two stationary measures for the stochastic
flow (20), then μp = νp implies μ = ν.

The proof further shows that there is a subset U ⊂ C((−∞, 0],L2) of
full measure consisting of functions v : (−∞, 0] → H where H = {u ∈
L2 : ∑k k

2|uk|2 < ∞}, and moreover the energy has the correct average in time
and the fluctuations are typical.

The reconstruction of the high modes as a function of the past stretching to −∞
is given by the following lemma.

Lemma 10 ([18]) There is some absolute constant C such that if N2 ≥ C E0
ν3 then

the following holds

(i) If there are two solutions u1(t) = (�(t), h1(t)), u2(t) = (�(t), h2(t))

corresponding to some (maybe different) realization of the forcing and such
that u1, u2 ∈ U , then h1 = h2.

(ii) Given a solution u(t) = (�(t), h(t)) ∈ U , any h0 ∈ L
2
h and t < 0, the limit

limt0→−∞ Φt0,t (�, h0) = h∗ exists and h∗ = h.

The lemma implies that there is a map Φt giving the high modes at time t

in terms of the past trajectory of the low modes Lt = {�(s) : s ∈ (−∞, t]} ∈
C((−∞, t],L2): h(t) = Φt(L

t ). Equation (22) then becomes

d�(t) =
[
−νΛ2�+ P�B(�, �)+G(�(t),Φt (L

t ))
]
dt + dW(t) (24)

where G(�, h) = P�B(�, h)+P�B(h, �)+P�B(h, h). Equation (20) is thus reduced
to a dynamics of the low modes: it is a finite-dimensional process with memory
extending back to −∞, which is not Markovian, but rather Gibbsian.

In the final part of the proof one shows that the memory is not so strong as
to violate ergodicity. A crucial fact is that for a set of full measure of “nice” past
histories of the low modes L ∈ C((−∞, t],L2

�) and for any t > 0, the conditional
distribution of �(t) ∈ L� has a component equivalent to the Lebesgue measure.
This fact is shown to imply that the assumption that the corresponding stationary
measures on the path space of the past μp,i, i = 1, 2 are different, leads to a
contradiction.

We remark that Kuksin and Shirikyan [25] who deal with a forcing given by a
bounded kicked noise acting on all modes, did also introduce a Gibbs construction
in their proof of uniqueness.
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Billiards

Leonid Bunimovich

Light is what a newborn baby sees first. It is no wonder that people were always
interested in light propagation. Fundamental laws were discovered through the
centuries. However, it was Ya. G. Sinai who first laid the foundation for the study of
global properties of light propagation in media which contain reflectors (scatterers,
mirrors, etc) and obtained fundamental results in this area.

It is a great and rare event when Mathematics discovers new laws of Nature.
Indeed, it is commonly assumed that mathematicians just prove results which
physicists already knew. The area of chaotic billiards, pioneered by Sinai, studies
propagation of the rays of light in domains with reflecting boundaries. It turned
out that physicists had at best a vague and sometimes wrong understanding of
these processes. One should mention though that the analogy between the unstable
dynamics of geodesic flows on surfaces of negative curvature and the unstable
dynamics of the Boltzmann gas of elastically colliding hard spheres was noted by
soviet physicist N. S. Krylov [11]. More than once while the theory of chaotic
billiards was developing, did the physics community find rigorous mathematical
results on billiards unbelievable. Only after performing experimental studies, both
numerically and in a laboratory, did physicists accept these results and start to use
them both in their theoretical and experimental research. Mathematical studies of
billiards allowed the advancement of geometric optics, acoustics and classical and
quantum mechanics. Impressive breakthroughs were made in Statistical Mechanics
where the most classical and fundamental models, such as Boltzmann and Lorentz
gases, are billiards with specially shaped reflecting boundaries.
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1 Mathematical Billiards

In the theory of dynamical systems billiards form arguably the most visual example
and demonstrate a great variety of dynamical and statistical behavior. It is no
wonder that nowadays billiards have become one of the favorite training grounds
for exploring new advances in chaos theory.

All that was started in 1970 with the absolutely remarkable paper of Sinai [16]. It
was a truly groundbreaking piece of work. Virtually all the advances in the theory of
chaotic billiards can be traced to this paper. Sinai was far ahead of the community.
At that time I was his graduate student and decided to start working on billiards.
Some of the more senior mathematicians tried to talk me out of that. Having the
best intentions, they were trying to prevent me from making a serious mistake. Their
argument was that billiard dynamics is a very murky area where only Yasha (Sinai)
understands something.

Indeed, until recently the community of mathematical billiards players was very
small, mostly because of how difficult the area is to enter. Newcomers have to read
a lot of papers that contain quite a few new ideas and employ rather sophisticated
techniques. The situation changed rather recently after publication of the book by
Chernov and Markarian [6] which provides an excellent introduction to the theory
of chaotic billiards.

Mathematically a billiard is a dynamical system generated by the free (fric-
tionless) motion of a point particle within some domain Q belonging to a finite
dimensional Euclidian space Rd or a torus with Euclidian metric. This domain Q is
called a configuration space or just a billiard table. The boundary ∂Q consists of a
finite number of smooth submanifolds ∂Qi , i = 1, . . . ,m of codimension one called
the regular components of the boundary. The traditional assumption is that regular
components of the boundary are at least C3-smooth. This assumption ensures that
there are no trajectories that have an infinite number of reflections off the boundary
in a finite time. At each point q of a regular component of the boundary there is
a normal unit vector n(q) pointing into the interior of Q. The singular part of the
boundary ∂Q is formed by the intersections ∂Qi ∩ ∂Qj , i �= j .

A regular component ∂Qi of the boundary is called dispersing, focusing or
neutral if K(q) > 0, K(q) < 0, or K(q) = 0, respectively, at all points q ∈ ∂Qi ,
where K(q) is the operator of the second fundamental form at the point q ∈ ∂Q.

Billiard dynamics is generated by the uniform motion of a point particle with
unit speed within a billiard table. Upon reaching the boundary ∂Q the particle gets
reflected according to the law of elastic reflections, i.e., “the angle of incidence
equals the angle of reflection”. Hence billiard orbits in the configuration space are
broken lines. If singular part of the boundary of a billiard table is nonempty, then
billiard orbits stop (are not defined) after hitting a singular point of the boundary.
A billiard is a Hamiltonian system with an infinite potential on the boundary of
the billiard table together with the condition that collisions with the boundary are
elastic. Therefore the phase volume ν gets preserved under the dynamics. A billiard
flow is defined almost everywhere on the phase space M which is the unit tangent
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bundle over the billiard table Q. Points of M are the unit vectors x = (q, v). Denote
by π the natural projection of M onto Q. Then ∂M = π−1(∂Q).

In the paper [16] Sinai introduced and analyzed billiards with strictly dispersing
and smooth boundaries, i.e., regular components of the boundary of a billiard table
do not intersect. Such billiards are called Sinai billiards. A billiard flow is defined at
all points in the phase space of such billiards. A standard example of Sinai billiards
is the torus with a sphere removed. The unfolding of this system is a classical model
of Statistical Mechanics called the periodic Lorentz gas.

Because almost all billiard orbits eventually hit the boundary, these dynamical
systems have a natural global Poincaré section. Therefore one can introduce a
billiard map T which maps the set M = {x : π(x) ∈ ∂Q, (v, n(q)) ≥ 0} into itself.
Draw the geodesic along the direction v up to its first intersection with the boundary.
A vector T x is equal to the reflection of the tangent vector at the intersection point.
The phase space M of a billiard map is a product of the boundary of the billiard table
and the unit (d − 1)-dimensional semi-sphere. For two-dimensional Sinai billiards
M is a union of cylinders where each cylinder corresponds to a regular component
of the boundary of a billiard table. At each cylinder one considers coordinates (�, ϕ)
where � is a coordinate (normalized length) of a point q on the boundary ∂Q and
ϕ, −π/2 ≤ ϕ ≤ π/2 is the angle between the velocity vector and the inner normal
n(q). Billiard map preserves the measure μ which is the projection of ν onto M .

Consider a smooth curve γ̃ ⊂ Q and a continuous family γ of unit vectors
normal to γ̃ . Then γ is a smooth curve in the phase space M . Clearly two curves
γ correspond to every curve γ̃ according to choice of a field of normal vectors.
By fixing the curve γ we define curvature of the curve γ̃ . We will refer in what
follows to the curvature of γ to avoid ambiguities. In modern terms such curves are
called wave fronts. It is always assumed that wave fronts are initially short, i.e., one
considers narrow beams of rays.

Denote by κ(x0) the curvature of a wave front γ0 at the point x0. Let t be so small
that no point of the curve γ0 could reach the boundary on the time interval [0, t].
It is easy to see that the curvature of the curve γt = T tγ0 at the point xt = T tx0
equals κ(xt) = κ(x0)(1 + tκ(x0))

−1. Clearly κ(xt) > 0 if κ(x0) > 0, that is, if γ0
is a convex curve, then γt is a convex curve too. Consider now what happens upon
reflections off the boundary. Let τ (x0) > 0 be a moment of the first reflection of the
trajectory of a point x0 from the boundary. Classical mirror formula of the geometric
optics reads as

κ(xτ+0) = κ(xτ−0)+ 2k(qτ )

cosϕ(xτ )
(1)

where k(qτ ) is the curvature of the boundary at the point of reflection and ϕ(xτ ) is
the angle between the reflected ray and the inner unit normal vector to the boundary
at the point of reflection.
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2 Continued Fractions

A key tool that Sinai introduced to study dynamics of billiards are continued
fractions that correspond to positive and negative infinite semi-trajectories of
billiards.

Let 0 < t1 < t2 < · · · < tn < · · · be the moments of the consecutive reflections
of the forward trajectory of the point x ∈ M off the boundary, tn → ∞ as n → ∞.

Let τi = ti−ti−1, t0 = 0. Denote by qi ∈ ∂Q the point of the boundary where the
ith reflection occurs and by Ai ⊂ R

d the hyperplane tangent to ∂Q at the point qi .
Let v−i and v+i be the velocities directly before and after the ith reflection, and define
ϕi by cosϕi = −(v+i , n(q)). Let Ki be the operator of the second fundamental form
of the boundary ∂Q at the point q , and A−

i ⊂ Rd , A+
i ⊂ Rd be the hyperplanes that

contain the point qi and are orthogonal to v−i and v+i , respectively. Denote by Ui the
isometric operator which maps in the direction parallel to n(qi) onto the hyperplane
A−
i ⊂ Rd , and by Vi the one which maps A−

i parallel to v−i onto Ai . Let V ∗
i be the

operator adjoint to Vi , and I be the identity operator.
Infinite operator-valued continued fraction introduced by Sinai [16, 17] has the

form

Bs(x) = I

τ1I + I

2 cosϕ1V
∗
1 K1V1 + U−1

1
I

τ2I + I

2 cosϕ2V
∗
2 K2V2 + · · ·

U1

(2)

In two-dimensional case each odd numbered element of the continued fraction is
equal to the length of free path between corresponding consecutive reflections off
the boundary and according to the mirror formula (1) each even numbered element
equals 2k(qi)/ cosϕi where k(qi) is the curvature of ∂Q at the point of the ith
reflection and ϕi is the corresponding angle of incidence.

3 Hyperbolicity of Sinai Billiards

A key fact proved by Sinai [16, 17] is that the operator Bs(x) defines the plane
tangent to the local stable manifold (see Pesin’s paper [13] on hyperbolicity) of
the point x. In two-dimensional case a local stable manifold (LSM) has the slope
dϕ
d�

= −Bs(x) cosϕ + k(q). One gets a continued fraction for local unstable
manifold (LUM) by considering in (2) inverse iterates of the billiard map T .
Convergence of these continued fractions for Sinai billiards was proved in [17].
In the two-dimensional case convergence immediately follows from the famous
Seidel–Stern theorem. This fact alone allows prove positivity of the Kolmogorov–
Sinai (KS) entropy (see Gurevich’s paper [9] on Ergodic Theory) for Sinai billiards
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[16]. Moreover, KS-entropy for Sinai billiards can be computed via the following
formula [6, 16]

h(T t ) =
∫

M

trBu(x)dμ(x). (3)

This formula shows that KS-entropy is equal to the average expansion rate of LUMs.
The existence of local stable and unstable manifolds allows immediately prove

ergodicity for smooth hyperbolic systems by making use of the Hopf chain. Namely,
for any two points x and y in the phase space there exist (non-unique) finite
collections γ

(s)
1 , γ

(u)
2 , . . . , γ

(s)
r of LSM and LUM such that γ (s)

1 % x, γ (s)
r % y,

and if γi is a LSM, then γi+1 is a LUM, or vice versa. Then ergodicity follows from
the Birkhoff ergodic theorem.

However, Sinai billiards are non-smooth dynamical systems. More precisely,
billiard flow in Sinai billiards is non-smooth but continuous, and the billiard map is
discontinuous. Discontinuities appear on such orbits that are tangent to the boundary
of the billiard table (Fig. 1). Therefore from the existence of LSM and LUM follows
only a local fact that corresponding ergodic component has positive measure. In
order to prove a global ergodicity (uniqueness of ergodic component) one needs
principally new tools.

Let S0 = {x ∈ ∂M : (x, n(q)) = 0}. Then S = S0 ∪ T −1S0 is a singular
set in the phase space of dispersing billiards. It is the only singular set for Sinai
billiards because the boundary is smooth. Denote by τ (x) a time that it takes for
a billiard particle to travel from the point x to the point T x. One gets a billiard
with finite horizon if τ (x) < ∞, otherwise a billiard with infinite horizon. In
Sinai billiards with finite horizon, the singular set S consists of a finite number of
smooth manifolds, while in case when the horizon is infinite, S consists of infinite
(countable) number of smooth components. An infinite number of manifolds where
a billiard map is discontinuous, is situated in neighborhoods of orbits which have
infinitely many tangent collisions with the boundary (scatterers) and at the points

Fig. 1 Formation of
discontinuities
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Fig. 2 Sinai billiard with infinite horizon

of tangency the scatterers are situated on one and the same side of the billiard orbit
(Fig. 2).

In ergodic billiards the orbit of singularity set is everywhere dense in the phase
space. Therefore smooth pieces of LSM and LUM could be arbitrarily small.
Therefore a Hopf chain cannot routinely be constructed for Sinai billiards in the
same manner as it gets constructed for geodesic flows, Anosov systems, Smale’s
Axiom A systems, etc. Actually, this is a major principally new problem for proving
ergodicity for any non-uniformly hyperbolic system.

The corresponding theorem, proved by Sinai [16] and which allows us to
overcome this principal problem, is now called main theorem of the theory of
hyperbolic billiards, fundamental theorem of the theory of non-uniformly hyper-
bolic systems, or just the Main Theorem. The approach to a proof of this theorem
is very characteristic of Sinai’s scientific style, that is, first to completely clarify
the situation and then go to a proof in the most direct manner that is relevant
to the intrinsic nature of the problem. Although there are now many technical
modifications in the proof of the main theorem, they all follow Sinai’s footsteps.

If a smooth peace of LUM is moving under the action of billiard flow then
its length grows. Therefore some vectors in the image will be tangent to the
boundary of the billiard table (Fig. 1). At such points the image of LUM will have
singularities and therefore it will consist of many smooth pieces (Fig. 3). These
pieces could be very short, and therefore cannot be used for construction of the
Hopf chain. Therefore, the evolution of LUMs is defined by competition of two
processes, expansion under dynamics and cutting by the singularities. At the heart
of the ergodic theory of non-uniformly hyperbolic systems lies Sinai’s principle,

Fig. 3 Image under
dynamics of a smooth local
unstable manifold
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which claims that expansion beats cutting. The Fundamental theorem is an exact
mathematical statement of this principle.

The main idea of Sinai’s fundamental theorem [16] is to construct an analog of
the Hopf chain where each link is not a single (stable or unstable) local manifold
but a set of positive measure consisting of sufficiently long local manifolds. Because
expansion due to the intrinsic instability of the dynamics is stronger than the process
of cutting by singularities, such a “thick” chain must exist.

4 Sinai’s Fundamental Theorem of the Theory of Hyperbolic
Billiards

A piecewise smooth curve γ in M is called increasing (resp. decreasing) if
dϕ
d�

> a1 > 0 (resp. dϕ
d�

< a2 < 0), where a1, a2 are some constants
which depend on geometry of the billiard table Q. It easily follows from (2) that
LUM (resp. LSM) are increasing (resp. decreasing) curves on the corresponding
cylinder. By a quadrilateral we mean a domain with boundary consisting of four
piecewise continuously differentiable curves and one non-intersecting pair of curves
is increasing while the other pair is decreasing. Denote by |γ | the length of the
piecewise smooth curve γ .

The Fundamental Theorem Let x0 be a point of the phase space M such that the
positive semi-trajectory T ix0, i = 0, 1, 2, . . . never hits the singular set S. Then for
each α (0 < α < 1) and any C (0 < C < ∞) there exists an ε = ε(x0, α, C) such
that the ε-neighborhoodUε of x has the following property: for any decreasing curve
γ0 ⊂ Uε , |γ0| = δ0 there is a quadrilateral G whose left side is γ0, and if G1 = {x ∈
G : there is a regular segment of LUM γ (u)(x) joining the left and right sides of
G and |γ (u)(x)| > Cδ0}, then μ(G1) ≥ (1 − α)μ(G). Similarly one can construct
a quadrilateral G̃ whose right side is γ0 and such that the corresponding set G̃1

satisfies the inequality μ(G̃1) ≥ (1 − α)μ(G̃).
Sinai’s fundamental theorem for non-uniformly hyperbolic systems allows local

ergodicity of the corresponding dynamical system to be established. Local ergod-
icity means that for almost any point of the phase space there exists an open
neighborhood that belongs to one ergodic component (mod 0). To deduce (global)
ergodicity from local ergodicity one needs to perform a careful analysis of the
singular set of the dynamical system in question. Such an analysis was performed
in [16] for Sinai billiards with finite horizon and in [3] for Sinai billiards with
infinite horizon, and for general dispersing billiards that may have singularities on
the boundary.

Thanks to Sinai’s fundamental paper on ergodic theory of hyperbolic dynamical
systems [15], we do not need to prove that ergodic hyperbolic systems are mixing
and have the K-property. Sinai proved in [15] that these properties follow from the
existence of one transversal foliation into unstable leafs. (Usually such foliations
appear as pairs of stable and unstable ones.) Thus, thanks to [15], one may just prove
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ergodicity. Later, after remarkable results by Ornstein on isomorphism of Bernoulli
systems, it was proved [7] that the Bernoulli property of hyperbolic systems also
follows from ergodicity.

A direct consequence of the proof that Sinai billiards are ergodic, is the ergodicity
of the system of two elastically colliding disks on a two-dimensional torus. This
breakthrough and very unexpected result was proved in the same paper [16].
Indeed, it was proof of the celebrated Boltzmann hypotheses for two particles while
Boltzmann claimed its validity for a gas of extremely many elastically interacting
spheres. Since that time the Boltzmann hypothesis has naturally been called the
Boltzmann–Sinai hypothesis (see papers by Szasz [18] and Simanyi [14]).

5 Mechanism of Defocusing and Hyperbolic Focusing
Billiards

Development of Sinai’s ideas and techniques allowed for some absolutely unex-
pected findings. As a result the theory of billiards took the leading role in a
general theory of nonuniformly hyperbolic systems. Perhaps the most unexpected
breakthrough was the discovery of the fundamental and quite counterintuitive
mechanism of chaos in dynamical systems.

It was well known that billiards in circles, and ellipses demonstrate the most
regular possible dynamics, i.e., they are integrable systems. Therefore a common
“natural” understanding was that focusing stabilizes dynamics. This general intu-
ition was even more supported when Lazutkin proved [12] that two-dimensional
billiards in convex tables with sufficiently smooth boundaries have continuous
families of caustics which converge to the boundary ∂Q of a billiard table. (Recall
that a curve γ is a caustic if tangency to one link of a billiard orbit implies all other
links are also tangent to γ .) Clearly, a billiard is non-ergodic if it has at least one
caustic.

It turned out, though, that there are large classes of hyperbolic billiards in the
tables having focusing boundary components. Moreover, even billiards with convex
tables can be hyperbolic. The reason for such counterintuitive results is the existence
of another mechanism causing chaos (hyperbolicity) other than the mechanism of
dispersing. The dispersing mechanism generates hyperbolicity (chaos) in geodesic
flows in manifolds of negative curvature and in dispersing billiards. It was natural to
consider small perturbations of such systems by adding small pieces of manifolds
with non-negative curvature for geodesic flows or small focusing pieces of boundary
for billiards. Such attempts for geodesic flows were started by Hopf [10] but did
not succeed. Only after discovery of a defocusing mechanism [1, 2] were there
constructed the ergodic geodesic flows on surfaces with pieces of positive curvature
[8]. This is how billiards took a lead in studies of non-uniformly hyperbolic systems.

Suppose that a parallel beam of rays falls onto a dispersing component of the
boundary. Then this beam becomes divergent after the reflection off the boundary. In
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Fig. 4 Divergence of rays by
defocusing

dispersing billiards such beams remain divergent for all times and thus nearby orbits
permanently diverge in the phase space. This intrinsic instability in the dynamics
generates hyperbolicity for dispersing billiards.

Now let a parallel beam of rays fall on a focusing component of the boundary.
Then the situation becomes completely different because after reflection such beam
becomes convergent. Therefore the distance in phase space between nearby orbits
decreases which seems automatically to lead to stability in the dynamics. However,
the focused (convergent) beam of rays may become divergent if the time until its
next reflection off the boundary is large enough. Moreover, the length of time when
this beam was divergent may exceed the length of time when it was convergent.
Therefore between two consecutive reflections off the boundary of a billiard table
the front of a convergent (focused) beam may increase its size ensuring effective
divergence of nearby rays between consecutive reflections (Fig. 4). This is a key to
the mechanism of defocusing. Another possibility is to make the focusing stronger
but keep the same minimal distance between consecutive points of reflection at
different components of the boundary.

It is obvious that the billiard in a circle is nonergodic. Indeed, this fact is
equivalent to the fact that all chords of the same length are at the same distance
from the center of the circle. Integrability of the billiard in a circle in fact follows
from the fact that in this dynamical system convergence (focusing) of orbits and
their divergence (defocusing) are completely balanced [2]. Therefore this dynamical
system is parabolic. To make it hyperbolic one needs to increase free paths τ (x) on
a set of positive measure.

This has been done in [1, 2] by cutting a circle by a chord and taking the larger
part as a billiard table. It was the first example of a chaotic billiard within a convex
billiard table. Surprisingly, the most popular focusing chaotic billiard became a
degenerate example of the so called stadium which one gets by cutting a circle
into two semicircles and connecting them by two parallel straight segments [1].
Such billiards with only focusing or with focusing and neutral components are
ergodic, mixing,K- andB-systems [1, 16, 17]. Later, by making use of similar ideas,
hyperbolic geodesic flows on spheres [7] were constructed. However, correlations
for ergodic hyperbolic billiards which have focusing boundary components decay
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only power-like while in dispersing billiards correlations decay exponentially
[5, 19].

For a long time it was an open question whether or not chaotic focusing billiards
exist in dimensions >2. A reason for this question was an optical phenomenon
called astigmatism. For the mechanism of defocusing to work, a strong focusing
upon reflections off the boundary is needed. However, because of astigmatism the
strength of focusing varies over the hyperplanes containing the point of reflection
off the boundary of a billiard table. Moreover, the strength of focusing is arbitrarily
weak in some hyperplanes. It was proved, though, that the mechanism of defocusing
is universal and works in any (finite) dimension d ≥ 2 [4]. Moreover, hyperbolic
and ergodic billiards also exist in higher dimensions. The continued fractions
introduced by Sinai are always the main tool to prove hyperbolicity. However, these
fractions contain elements with different signs if the billiard table has at least one
focusing boundary component. There are no general criteria for convergence of such
continued fractions. Therefore this part of the proof, that is trivial for dispersing
billiards, often becomes quite involved.

Nowadays billiards are favorite models for physicists. Sinai billiards, stadia, and
other chaotic billiards were built as experimental devices in physics labs all over the
world. Many questions about chaotic billiards remain unanswered and new findings
and surprises continue to come.
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Ya.G. Sinai’s Work on Number Theory

F. Cellarosi

Abstract In this article we will survey some of the contributions of Ya.G. Sinai to
number theory and related fields. The multifacetedness of his work demonstrates
Ya.G. Sinai’s vision of mathematics as a highly interconnected discipline, rather
than a series of compartmented fields.

Ya.G. Sinai has explored some of the deep connections of number theory with
other disciplines, such as probability theory, statistical mechanics, and the theory
of dynamical systems. In the attempt to illustrate this, we shall focus on [3, 4, 8, 13–
15, 22, 23, 59, 60, 62, 63] by Ya.G. Sinai and several coauthors.

The 1990 article by E.I. Dinaburg and Ya.G. Sinai [23] and the more recent
papers by Ya.G. Sinai and C. Ulcigrai [62, 63] have a twofold common thread: they
study the distribution of certain sequences of number-theoretical interest, and use in
their solution a powerful dynamical tool, namely the mixing property of a suitably
defined special flow. In [23] E.I. Dinaburg and Ya.G. Sinai study the statistical
properties of the solutions to the Diophantine equation |ax − by| = 1 for positive
integers a and b, with a < b. The classical approach is to find all solutions to this
equation by first considering the convergents of the continued fraction expansion of
the rational number a/b: write

a

b
= 1

k1 + 1
k2+ 1

...+ 1
ks−1+ 1

ks

= [k1, k2, . . . , ks−1, ks],
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where k1, . . . , ks are positive integers and the length of the expansion s depends
on a/b. If, for 1 ≤ j ≤ s, we define the j -th convergent of a/b to be
pj/qj = [k1, . . . , kj ] with gcd(pj , qj ) = 1, then ps/qs = a/b and the pair
(x0, y0) = (qs−1, ps−1) is a particular solution for the equation |ax − by| = 1.
All solutions can then be written as ±(x0 + kb, y0 − ka) for k ∈ Z. The authors
study how the particular solution (x0, y0) behaves as the coefficients a, b of the
Diophantine equation vary. More precisely, the authors study the distribution of
the ratio qs−1/qs = qs−1/b when the coefficients a, b satisfy the inequalities
α1N < a < β1N and α2N < b < β2N , where 0 < α1 < β1 < α2 < β2 < 1
are fixed and N tends to infinity. We may assume that the fraction a/b is in lowest
terms, that is a and b have no common factors. It is known that, as N → ∞,
the number SN of such pairs (a, b) is 6

π2 (β1 − α1)(β2 − α2)N
2 + O(N lnN).

Dinaburg and Sinai define the measure μN on the Borel σ -algebra of subsets of
[0, 1] as μN(B) = S−1

N #{(a, b) : qs−1/b ∈ B}. This measure is the law of
the random variable qs−1/b. They prove that, as N → ∞, this random variable
becomes uniformly distributed on the interval [0, 1]. More precisely, they show that
for every ε, δ > 0 and any interval Δ ⊂ [0, 1] of length |Δ| > δ there exists
N0 = N0(ε, δ) > 0 such that |μN(Δ)/|Δ| − 1| < ε for all N > N0. In order to
achieve this result, the clever idea of the authors is to rephrase the problem in terms
of a suitably constructed special flow over the natural extension of the Gauss map,
where the roof function is chosen to obtain ln qs as an ergodic sum.

It is worth discussing this idea with some details, as it was used successfully
used in other papers, such as [63] and [9]. Consider the Gauss map G : (0, 1] →
(0, 1], defined by G(x) = {1/x}, where {x} = x − &x'. The map G admits an
invariant measure μG, with density ((1 + x) ln 2)−1 with respect to the Lebesgue
measure; moreover it acts as a shif in the continued fraction representation:
G([k1, k2, k3, . . .]) = [k2, k3, . . .]. Following Rokhlin [56], Dinaburg and Sinai
construct a natural extension G̃ of the Gauss map G. We have G̃ : (0, 1]2 →
(0, 1]2, acting on pairs of real numbers as G̃([k0, k−1, k−2, . . .], [k1, k2, k3, . . .]) =
([k1, k0, k−1, . . .], [k2, k3, . . .]), or G̃(x−, x+) = ((&1/x+'+x−)−1, {1/x+}), which
preserves the measure μG̃ with density ((1 + x−x+)2 ln 2)−1 with respect to the
two dimensional Lebesgue measure. Let us consider the special flow (or suspension
flow) Φt over the dynamical system ((0, 1]2, G̃, μG̃), under the roof function
F(x−, x+) = − ln(π−(G̃(x−, x+))), where π− : (0, 1]2 → (0, 1] is the projection
π−(x−, x+) = x−. The flow {Φt }t∈R acts on points set of points of the form
(x−, x+, z) with (x−, x+) ∈ (0, 1]2 and 0 ≤ z < F(x−, x+), modulo the
identification (x−, x+, F (x−, x+)) ∼ (F (x−, x+), 0), by flowing the points in the
z-direction with unit speed. The reason for choosing the particular roof function
F is that π−(G̃n(x−, x+)) = [kn, kn−1, . . . , k1, k0, k−1, . . .] yields the continued
fraction expansion of (x−, x+), read backward from the n-th term. This fact implies
that the ergodic sum

∑r−1
n=0 F(G̃n(x−, x+)) = ∑r

n=1(− ln(π−(G̃n(x−, x+))))
equals ln qr + ln

(
1 + x− pr

qr

)
and therefore can be used to study the denominators

qr of the continued fraction representation of a/b. Ergodic sums are related to the
special flow {Φt }t∈R as follows. By definition, Φt(x−, x+, z) = (G̃r (x−, x+), z′),
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where r and z′ depend on (x−, x+, z) and t , and are determined by

r−1∑

n=0

F(G̃n+1(x−, x+)) ≤ z+ t <

r∑

n=0

F(G̃n+1(x−, x+))

z′ = z+ t −
r−1∑

n=0

F(G̃n+1(x−, x+)),

respectively, for t > 0.
It is important that the chosen roof function F is integrable over ((0, 1]2, μG̃),

as this yield an invariant probability measure for the special flow Φt . To deduce that
the measures μN converge to the uniform measure on [0, 1], Dinaburg and Sinai
show that the special flow Φt is mixing.

The authors actually prove something stronger, namely that the stable and
unstable foliations are not integrable. This fact implies that the Pinkser partition
is trivial, which in turn implies that the flow has the K-property and, in particular, is
mixing.

Dinaburg and Sinai’s paper stimulated other researchers to further investigate
the distribution of solutions to diophantine equations. For instance, in 1992 A.
Fujii [34] used Kloosterman sums to improve Dinaburg and Sinai’s result and
obtain an effective equidistribution result. This improvement allows Fujii to consider
the case when the interval Δ shrinks as N → ∞, provided |Δ| → 0 not too
quickly. Independently, in 1994 D. Dolgopyat [24] was able to study the joint
limiting distribution of a/b and x0/b as (a, b) ∈ SN and N → ∞. Although
some of the results by Dolgopyat can be derived from those of Fujii [34], the
estimate of the number of pairs (a, b) ∈ SN such that (a/b, x0/b) ∈ Δ1 × Δ2
and |Δ1| · |Δ2| < N−1/2 does not follow from Fujii’s work.

The beautiful method of deriving results of number-theoretical nature from the
statistical properties of a flow has become very popular and has shed new light onto
several new problems. For instance Ya.G. Sinai and C. Ulcigrai used this method
in 2008 in [63] to study the statistical properties of the integer sequence (qn)n of
denominators of the continued fraction convergents of a typical real number α.
Since the integer sequence qn = qn(α) is increasing (this follows easily from the
fact that qn+1 = kn+1qn + qn−1), one can find the first index, say nL = nL(α),
for which qnL > L. Inspired by renewal theory, it is natural to ask how much
larger qnL is relative to L. It turns out that, for random α, the ratio qnL/L has a
limiting distribution on (0,∞) as L tends to infinity. Proving the mixing a suitably
constructed special flow over the natural extension of the Gauss map (as explained
above for [23]), allowed Sinai and Ulcigrai to obtain the existence of the liming
distribution. Their method, however, did not provide an explicit expression for the
distribution function of the limiting random variable. A beautiful formula was found
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in 2010 by A.V. Ustinov [68], who showed that for every 0 ≤ t1, t2 ≤ 1 we have

∣
∣
∣
∣

{

α ∈ [0, 1] : qnL−1

L
≤ t1,

L

qnL
≤ t2

}∣
∣
∣
∣ = − 2

ζ(2)
Li2(−t1t2)+O

(
logL

L

)

,

where | · | denotes the Lebesgue measure, and Li2(u) = ∑∞
k=1

uk

k2 is Euler’s
dilogarithm function. The ideas introduced by Dinaburg and Sinai and the technique
used by Sinai and Ulcigrai are very flexible, and can be used for other kind of
continued fraction expansions, and yield new results of Diophantine type. For
instance, a variation the method of [23] and [63] was used by F. Cellarosi in [9]
to prove a renewal-type limit theorem for continued fractions expansions with even
partial quotients (introduced by F. Schweiger in 1982 [58]). This result was needed
in the subsequent paper [10] where the limiting distribution of normalized Weyl
sums N−1/2 ∑N

n=1 e
2πin2α was studied. Partial sums of the above sums can be

viewed as deterministic walks on the complex plane, depending upon a single real
parameter α, as done by several authors, e.g. [6, 21]. In November 2006 Ya.G. Sinai
became interested in Weyl sums—and the corresponding geometric patterns called
curlicues—after attending the a seminar in the Physics department at Princeton.
The seminar by F. Klopp, titled “On the multifractal structure of the generalized
eigenfunctions of certain sparse Schrödinger operators”, discussed a joint paper with
A.A. Fedotov [31] and featured several spiral-like curves that triggered Ya.G. Sinai’s
interest. It became clear that a limit theorem these curves, when suitably rescaled,
had to be proven. A geometric way to achieve a weak invariance principle for Weyl
sums is outlined in the paper [60] that Ya.G. Sinai dedicated to S. Novikov on his
70th birthday. The idea of [10] and [60] is to use the renormalization group method
to establish the existence of finite-dimensional limiting distribution for the partial
sums as N → ∞. As it is done in probability theory, limit theorems can be viewed as
fixed point theorems. Here the renormalization map is an extension of the continued
fraction transformation α �→ −1/α mod 2. This renormalization approach traces
back to the work of G.H. Hardy and J.E. Littlewood [41], J.R. Wilton [70], L.J.
Mordell [52], and more recently of E.A. Coutsias and N.D. Kazarinoff [18, 19]. A
key ingredient in [10] and [60] for the proof of the existence of a fixed point (a
limiting distribution) is the mixing property of a suitably constructed special flow
over the natural extension of the above continued fraction transformation. Recent
progress on the distribution of Weyl sums is due to F. Cellarosi and J. Marklof
[12]. Among other results, it is shown in [12] that rescaled curlicues have the same
Hölder regularity as typical realizations of the Brownian motion, but slightly smaller
modulus of continuity.

Another application of the method from [23] can be found in a second paper [62]
by Ya.G. Sinai and C. Ulcigrai. A classical result by G.H. Hardy and J.E. Littlewood
states that the trigonometric sum

∑N
n=1 sin(nπα)−1 is uniformly bounded if α is a

quadratic irrational, [42]. Ya.G. Sinai and C. Ulcigrai studied the distribution of a
similar sum, namely

∑N−1
n=0 (1−e2πi(nα+x))−1. They were able to show that if (α, x)

is a uniformly distributed random point on the unit square, then the normalized
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sum N−1 ∑N−1
n=0 (1− e2πi(nα+x))−1 has a limiting distribution on the complex plane

as N tends to infinity. This follows from a more general theorem concerning the
distribution of normalized ergodic sums of non-integrable observables over rotations
of the circle (i.e. maps Rα(x) = x + α mod 1). The class of observables considered
in [62] is characterized by symmetric logarithmic singularities of the form 1

x
for x in

a neighborhood of zero. In 2007 A.V. Kochergin [44] proved that the special flows
over rotations Rα under a roof function with symmetric logarithmic singularities
are not mixing for any α. This contrasts the case of roof functions with asymmetric
logarithmic singularities, considered by K.M. Khanin and Ya.G. Sinai in 1992.
They proved [61] that the special flow over a rotation is mixing if one assumes the
following Diophantine condition on the rotation angle α: let us write the continued
fraction expansion α = [k1, k2, k3, . . .] and assume that kn ≤ c · n1+γ , where
0 < γ < 1 and the constant c is allowed to depend on α. It is known that
this condition holds for a set of angles with full Lebesgue measure. The result by
Khanin and Sinai answered affirmatively a question asked by V.I. Arnol’d [1] in
1991 concerning the decomposition of a generic Hamiltonian flow on the torus. A
complete understanding of the statistical properties of ergodic sum of observables
with asymmetric logarithmic singularities over interval exchange transformations
(which generalize rotations) was obtained by C. Ulcigrai [65, 66] and applied in the
remarkable paper [67] to the study of area-preserving flows on surfaces.

The results of Sinai and Ulcigrai [63] and Ustinov [68] were used in two
more papers, by J. Bourgain and Ya.G. Sinai [8] and V. Shchur, Ya.G. Sinai and
A.V. Ustinov [59]. These papers concern the classical Frobenius problem, also
known as the “coin change problem”: given n relatively prime positive integers
a1, a2, . . . , an, what is the largest integer that is not representable in the form
x1a1+. . .+xnan, with xj nonnegative integers? This number is called the Frobenius
number F(a1, . . . , an). In 1884 J.J. Sylvester answered the question when n = 2 by
giving the formula F(a1, a2) = a1a2 − a1 − a2. However, for n ≥ 3, no formula
for F(a1, . . . , an) is known, see [55]. Ya.G. Sinai and his coauthors approached
this problem by randomizing (a1, a2, a3) as follows: if we pick a triple (a1, a2, a3)

with gcd(a1, a2, a3) = 1 and ai ≤ N uniformly at random, it is natural to ask
whether the (suitably normalized) Frobenius number F(a1, a2, a3) has a limiting
distribution as N tends to infinity. It turns out that this is true, provided we consider
the normalization N−3/2F(a1, a2, a3). This was proven in [8] and [59], along with
partial results for n > 3. An explicit formula for the limiting distribution in this case
n = 3 was found by A.V. Ustinov [69]. A formula for the limiting distribution for
every n ≥ 3 was obtained by J. Marklof [47] using the dynamics of a certain flow
on the space of lattices SL(n− 1,Z)\SL(n− 1,R) and an equidistribution theorem
for a multidimensional Farey sequence on closed horospheres.

In April 2010, P. Sarnak delivered a series of lectures at the Institute for Advanced
Study on ‘Möbius randomness and dynamics’. After attending Sarnak’s lectures,
Ya.G. Sinai became interested in this topic and wrote a series of papers with
coauthors F. Cellarosi [13–15], and M. Avdeeva and D. Li [3, 4]. The goal for all
these papers is to better understand the statistical properties of the famous Möbius
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function μ (defined as μ(n) = (−1)k if n is the product of k distinct primes, and
zero otherwise), and shed some light on two conjectures: the first by D.S. Chowla
concerning autocorrelations for μ(n), and the second by P. Sarnak concerning the
correlations of μ(n) with so-called deterministic sequences.

It is known, for instance, that
∑

n≤N μ(n) = o(N) as N → ∞ is equivalent
to the Prime Number Theorem. On the other hand, the more precise statement∑

n≤N μ(n) = Oε(N
1/2+ε) as N → ∞, which provides explicit power savings

for the sum, is equivalent to the Riemann hypothesis. S. Chowla [17] conjectured
that for every positive integer k, every h1, h2, . . . , hk distinct integers, and every
ε1, ε2, . . . , εk ∈ {1, 2} not all even, we have

∑

n≤N

με1(n+ h1)μ
ε2(n+ h2) · · ·μεk (n+ hk) = o(N)

as N → ∞, and that the same result should hold for Liouville’s function
λ(n) (which gives the parity of the number of prime factors of n, counted
with multiplicity). Even the simplest non-trivial cases when k = 2, stating that∑

n≤N μ(n)μ(n + 1) = o(N) and
∑

n≤N λ(n)λ(n + 1) = o(N) as N → ∞, are
still unproven.

P. Sarnak [57] defines a sequence (a(n)n≥1 to be deterministic if there exists
a topological dynamical system (X, T )—in particular X is compact—with zero
topological entropy, a point x ∈ X, and a continuous function f : X → C such
that a(n) = f (T n(x)) for all n ≥ 1. Sarnak’s conjecture [57] states that for every
deterministic sequence (a(n))n≥1 we have

∑

n≤N

μ(n)a(n) = o(N)

as N → ∞. In other words, the sequence μ(n) is orthogonal to a(n) for
every deterministic sequence a(n). Moreover, Chowla’s conjecture implies Sarnak’s
conjecture, [57]. The simplest non-trivial sequences for which Sarnak’s conjecture
holds are those obtained by rotations (X is the circle T = R/Z and T (x) = x + α

modulo 1), orthogonality in this case follows from a classical estimate by Davenport
[20]. We will mention several more recent results toward Sarnak’s conjecture later.

In [13] and [15] F. Cellarosi and Ya.G. Sinai discuss a probabilistic model for
square-free integers, using ideas from statistical mechanics. Let p1 < p2 < . . . <

pm be the first m primes, consider the set Ωm consisting of all the square-free
integers of the form n = p

ν1
1 p

ν2
2 · · ·pνm

m with νi ∈ {0, 1}, and equip this set with the
discrete probability measure Pm({n}) = cm/n for a suitable constant cm. It is natural
to ask how a typical square-free integer in Ωm looks like as m tends to infinity. It
turns out that if we write n = p

ξm(n)
m , then ξm has a limiting distribution on (0,∞)

as m → ∞. The limiting random variable is infinitely divisible, has a continuous
density and is rather unusual: it is constant on the interval (0, 1] and then it decays to
zero faster than exponentially. This density is e−γ ρ(t), where γ is Euler’s constant
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and ρ(t) is the so-called Dickman-De Bruijn function. It is determined by ρ(t) = 0
for t ≤ 0, ρ(t) = 1 for 0 < t ≤ 1, and by the integral equation tρ(t) = ∫ t

t−1 ρ(s)ds.
A consequence of limit theorem in [13] is that for every s > 0 we have

lim
m→∞Pm{n ∈ Ωm : n ≤ ps

m} = e−γ

∫ s

0
ρ(t)dt.

For s = 2 the limit equals e−γ (3 − log 4) ≈ 0.90603, which means roughly that,
although the largest element of Ωm is p1 · · ·pm = e(1+o(1))m logm, approximately
90% of the mass of the probability measure Pm is concentrated on numbers less than
p2
m, for large m.

The Dickman–De Bruijn function ρ had appeared before in the study of smooth
numbers (see the survey by A. Granville [38] and the references therein) and
implicitly in work of V.L. Goncharov on random permutations [37]. Another
instance is the following: let (Xj )j≥1 be a sequence of random variables such
that P{Xj = j } = 1

j
and P {Xj = 0} = 1 − 1

j
. Then limn→∞ P { 1

n

∑n
j=1 ≤

s} = e−γ
∫ s

0 ρ(t)dt . It is also worth mentioning the nice form of the characteristic

function (inverse Fourier transform) of e−γ ρ(t), namely φ(τ) = exp
(∫ 1

0
eiτv−1

v
dv
)

.

Another result of [13] is that in the ensemble Ωm, the number of distinct prime
divisors of n (that is ω(n) =∑m

j=1 νj ) satisfies an Erdős-Kac central limit theorem
with expectation and variance log logm. More precisely, for every a, b ∈ R, a ≤ b,
we have

lim
m→∞Pm

{

n ∈ Ωm : a ≤ ω(n)− log logm√
log logm

≤ b

}

= 1√
2π

∫ b

a

e−x2/2dx.

It is natural to ask whether the results of [13] can be generalized to include a
larger class of measures other than Pm, such as signed or complex measures. The
case of signed measures was considered by M. Avdeeva and D. Li and Ya.G. Sinai
in [3]. They slightly modify the definition of the Ωm to consist of all of all odd
square-free integers of the form n = p

ν1
1 p

ν2
2 · · ·pνm

m with νi ∈ {0, 1}, where p1 <

p2 < . . . < pm be the first m primes larger than 2. The set Ωm is then equipped
with the measure given by Pm({n}) = cm(−2)ω(n)/n, where ω(n) = ∑m

j=1 νj and

the choice for cm = (logm)−2 comes from the fact that Pm(Ωm) = O(1). Avdeeva,
Li, Sinai show the following local limit theorem for ω(n):

Pm {n ∈ Ωm : ω(n) = k} = (−1)k
√

1

4π log logm
e
− (k−2 log logm)2

4 log logm +Bm + εk,m,

where Bm = ∑
2<p<m, p prime log(1 + 2/p) − 2 log logm (which is uniformly

bounded in m) and εk,m = O(log log logm/ log logm) uniformly in m and k. This
shows an almost Gaussian distribution for the measure of the set where ω(n) = k,
except for the factor (−1)k . If one considers the cases of even k and odd k separately,



214 F. Cellarosi

then one gets, for every a, b ∈ R, a < b,

Pm

{

n ∈ Ωn : ω(n) is even and a ≤ ω(n)− 2 log logm√
2 log logm

≤ b

}

= C√
2π

∫ b

a
e−x2/2dx,

where C = limm→∞ eBm . The analog statement when ω(n) is odd is also true
if we replace C by −C. In this setting, it still makes sense to consider ξm(n)

such that n = p
ξm(n)
m and ask what is the limiting distribution of ξm ∈ [0,∞)

as m → ∞. Recall that for the probability measure studied in [13] and [15] the
limiting distribution was given by the Dickman-de Bruijn probability distribution.
In the case of signed measures considered by Avdeeva, Li, and Sinai, the limiting
distribution is an explicit tempered distribution involving first and second derivatives
of δ functions. The same phenomenon occurs when one studies complex-valued
measures Pm, as done by F. Cellarosi [11]. He extended the results in [13] to
complex measures on ensembles of k-free integers, and obtained an explicit error
term. F. Cellarosi extended the results in [13] to complex measures [11] for k-free
integers and, assuming some regularity for the test functions, obtained a general
limit theorem for the distribution of ξm as m → ∞, with an explicit error term.

The understanding of the autocorrelations for the function μ(n) (described
by Chowla’s conjecture) is still far from being complete, although a number
of remarkable results have appeared recently. For example, K. Matomäki, M.
Radziwiłł, and T. Tao [50] proved in 2015 that for every positive integer k and every
10 ≤ H ≤ N we have

∑

h1,...,hk≤H

∣
∣
∣
∣
∣
∣

∑

n≤N
μ(n+ h1) · · ·μ(n+ hk)

∣
∣
∣
∣
∣
∣
= O

(

k

(
log logH

logH
+ 1

log1/3000 N

)

Hk−1N

)

.

The same year, E.H. El Abdalaoui and X. Ye [25] independently proved that for
every ε > 0

∑

h≤N

∣
∣
∣
∣
∣
∣

∑

n≤N

μ(n)μ(n+ h)

∣
∣
∣
∣
∣
∣
= Oε

(
N2

(logN)ε

)

.

On the other hand, the situation is fully understood for the square of the Möbius
function μ2(n), i.e. the indicator of square-free integers. In 2013, F. Cellarosi
and Ya.G. Sinai [14] considered the r-point correlation functions for the sequence
(μ2(n))n≥1, namely

cr (h1, . . . , hr ) = lim
N→∞

1

N

∑

n≤N

μ2(n+ h1)μ
2(n+ h2) · · ·μ2(n+ hr),

which were first studied by L. Mirsky in 1949. For example c1(0) = 1/ζ(2) =
6/π2, c2(0, 1) = ∏

p prime(1 − 2/p2) ≈ 0.3226340989, and c4(0, 1, 2, 3) = 0.
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They use these correlation functions to construct a probability measure Π on the
space of binary sequences X = {0, 1}Z. For every positive integer r and every
integers k0 < k1 < . . . < kr , they set

Π{x ∈ X : x(k0) = x(k1) = . . . = x(kr ) = 1} := ζ(2) cr (0, k1 − k0, k2 − k0, . . . , kr − k0).

This defines the measure of arbitrary cylinders (subsets of X in which finitely many
coordinates are fixed) and determines uniquely a probability measure on X, which
is invariant under the shift T : X → X, T x = x ′, x ′(n) = x(n+ 1). In other words,
Cellarosi and Sinai construct a dynamical system (X,Π, T ) which encodes all the
statistics of the number-theoretical sequence μ2(n). The main result of [14] is that
the dynamical system (X,Π, T ) has pure point spectrum, and is isomorphic to the
an ergodic translation on the compact abelian group

G =
∏

p prime

Z/p2
Z,

equipped with the normalized Haar measure. The ergodic translation on G is given
by τ : g �→ g + (1, 1, 1, . . .), where the first coordinate is considered modulo
4, the second coordinate modulo 9, etc. Dynamical systems of this kind are often
referred to as “Kronecker systems”. The surprising fact is that the group G can be
obtain using only the second correlation function c2(h1, h2) = c(0, h2−h1). In fact,
the sequence (c2(0, h))h≥0 is positive definite and, by Bochner-Herglotz theorem,
c2(0, h) is the h-th Fourier coefficient of a probability measure ν on the circle S1.
This measure is then shown to be atomic, supported on the “rational” points of S1

of the form e2πil/d2
where 0 ≤ l ≤ d2 − 1 and d is a square-free integer. The set of

such points (i.e. the support of the measure ν) is a discrete group, and its Pontryagin
dual is precisely the compact abelian group G.

The results of [14] were independent of an earlier paper by M. Baake, R. V.
Moody, and P. A.B. Pleasants [5] in which the spectral measure ν corresponding to
the second correlation function for square-free integers had been computed.

The main theorem of [14] strengthen a result by P. Sarnak. He defines a subset
A of Z to be admissible if its reduction modulo p2 does not cover all of the residue
classes modulo p2 for every prime p. He then considers the set A of sequences
x ∈ X = {0, 1}Z such that {k ∈ Z : x(k) �= 0} is admissible. Sarnak proved
[57] that A coincides with the closure in X of the orbit of the sequence (μ2(n))n
under the shift T ; furthermore, the topological dynamical system (A , T )—which
is a subshift not of finite type—has topological entropy equal to 6

π2 log 2, is
proximal, has no nontrivial Kronecker factors, and has a nontrivial joining (in
the sense of Furstenberg, [35]) with (G, τ). Sarnak also defines a shift-invariant
probability measure m on A and proves that the dynamical system (A ,m, T ) is
a factor of (G,Haar, τ ). In particular (A ,m, T ) cannot be weak-mixing. It turns
out that (A ,m, T ) is isomorphic to the dynamical system (X,Π, T ) constructed by
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Cellarosi and Sinai and, by the main theorem of [14], is isomorphic to the Kroncker
system (G,Haar, τ ).

More generally, it follows from the main theorem in [14] is that the sequence
(μ2(n))n is a typical realization of an ergodic dynamical system with zero
Kolmogorov–Sinai entropy, and no mixing properties. In other words, the function
μ2(n) is almost periodic. This result shows that the randomness in the Möbius
function μ(n) does not come from the locations of zeros and non-zeros (which are
described by μ2(n)), but only from the parity of the number of prime divisors of
square-free n’s. As pointed out by E.H. El Abdalaoui and M. Disertori [26], the
results of [14] and [57] can be rephrased as follows: let (X,m, T ) be a uniquely
weakly mixing dynamical system, then for every continuous function f : X → C

with
∫
X
f (x)dm(x) = 0 and every x ∈ X we have

∑

n≤N

f (T nx)μ2(n) = o(N)

as N → ∞.
The results in [14] have been generalized to k-free integers in an arbitrary number

fields by F. Cellarosi and I. Vinogradov [16]. They showed, for instance, that the two
dimensional array obtained by considering the indicator of square-free Gaussian
integers in Z[i] is a typical realization of an ergodic Z2-action with pure point
spectrum on a compact abelian group. In 2013, P.A.B. Pleasants and C. Huck [54]
studied the statistics (and entropy) of k-free points in an arbitrary lattice, using a
geometric notion of k-freeness that agrees with the one considered in [14] when the
lattice is Z.

Another generalization of square-free numbers is given by B-free numbers, that
is integers that are not divisible by any of the elements of B = {b1, b2, b3, . . .},
where the bi’s are pairwise relatively prime integers greater than and such that∑∞

i=1 1/bi < ∞. These integers were introduced in 1966 by P. Erdős [30] and
reduce to square-free integers when B consists of the squares of the primes. The
work of Sarnak [57] and Cellarosi and Sinai [14] has been extended in 2015 by E.H.
El Abdalaoui, M. Lemańczyk, and T. De la Rue [29] to B-free integers. The paper
[29] also discusses a remarkable result, namely that the statistics obtained in the
Mirsky-like correlation functions (where one averages over the interval [1, N]) can
be achieved by averaging over rather short intervals of the form [N,N +√

N). This
partially answers a question by P. Erdős, who conjectured that for every c > 0, the
interval [N,N +Nc) always contains at least one B-free integer, for large enough
N . Moreover, the authors of [29] show that Chowla’s conjecture is equivalent to
a genericity condition for the sequence (μ(n))n≥1 with respect to the so-called
“completely random” extension of the B-free analogue of the zero entropy measure
m considered by Sarnak in [57] (or the measure Π considered by Cellarosi and
Sinai in [14]). Some recent progress on the statistics of B-free integers in short
intervals is due to and K. Matomäki [48] and M. Avdeeva [2]. In particular, Avdeeva
is able to find find the asymptotic growth of the variance for B-free integers in short
intervals of the form [x, x + N), where N is fixed, 1 ≤ x ≤ X and X → ∞. A
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consequence of her work is a partial improvement of Matomäki’s estimate on the
number of short intervals containing no B-free integers. In Matomäki’s approach,
however, N is allowed to grow with X and in this setting her estimates are, to the
best of our knowledge, the strongest available. It is worthwhile mentioning that [2]
also includes estimates for the variance of k-free integers in arbitrary number fields,
previously considered in [16].

As mentioned above, P. Sarnak showed that the topological dynamical system
obtained as orbit closure of the sequence (μ2(n))n, which is a subshift not of finite
type of (X, T ), has positive topological entropy. Moreover, it was proven that there
exists a unique measure of maximal entropy, as shown by R. Peckner [53] and in
a more general setting by J. Kułaga-Przymus, M. Lemańczyk and B. Weiss [45].
Moreover, it is shown in [53] that the Pinsker factor of the measure of maximal
entropy is precisely the measure considered by F. Cellarosi and Ya.G. Sinai in
[14]. This means that the dynamical system considered in [14] is a fundamental
building-block in the study of the thermodynamical formalism of the topological
shift associated to μ2(n).

Remarkable progress has been made towards Sarnak’s conjecture, and many
classes of deterministic sequences have been shown to be orthogonal to the Möbius
sequence. The works of B. Green and T. Tao [40], J. Bourgain, P. Sarnak and T.
Ziegler [7], J. Liu and P. Sarnak [46], B. Green [39], S. Ferenzi, J. Kułaga-Przymus,
M. Lemańczyk, and C. Mauduit, C. [32], S. Ferenczi and C. Mauduit [33], C.
Mauduit and J. Rivat [51], E.H. El Abdalaoui, M. Lemańczyk, M. and T. de la Rue
[28], are just a few of the remarkable achievements in this direction, some of which
have been influenced by Ya.G. Sinai’s work.

The intimate connection between Sarnak’s and Chowla’s conjectures has been
analyzed from a dynamical point of view by E.H. El Abdalaoui, J. Kułaga-Przymus,
M. Lemańczyk, and T. De la Rue [27]. Among many beautiful results, they highlight
that their work and the main theorem of F. Cellarosi and Ya.G. Sinai [14] imply that
if Chowla’s conjecture holds for the Liouville function, then it must also hold for
the Möbius function. This may seem quite obvious, given the similarities between
the two functions. However, the recent work of K. Matomäki, M. Radziwiłł and T.
Tao [49] shows how the sign patterns for the Liouville function may be easier to
study than those of the Möbius function.

Amongst the very recent activity toward the relation between Sarnaks and
Chowlas conjecture, we refer the reader to the works of T. Tao [64], A. Gomilko, D.
Kwietniak, M. Lemanńczyk [36], and E.H. El Abdalaoui [43].

We believe that the interest of Ya.G. Sinai in problems at the intersection between
number theory, probability theory, and the theory of dynamical systems has given
extraordinary momentum to the research in all these fields. We are confident that the
future mathematical endeavours of Ya.G. Sinai will be equally pivotal and inspiring
for many generations of mathematicians to come.
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Entropy Theory of Dynamical Systems

B. Gurevich

Abstract This section is devoted to Sinai’s advances in the entropy theory of
dynamical systems and to some developments of his ideas. A history of dynamical
entropy is also represented. When describing several events of this history, author’s
personal recollection is partially used.

Sinai’s participation in the creation and development of the entropy theory of
dynamical systems was the first direction of his scientific activity that made his
name renowned to many mathematicians as early as he was a student. A number of
reviews of this field has been published since then. Some of them, especially [18]
and [63] were used when writing this section.

This area of ergodic theory the foundations of which were laid by Andrei
Nikolaevich Kolmogorov had a dramatic impact on ergodic theory and, more
generally, on theory of dynamical systems as a whole. Multiple completely new
problems arisen right after introducing the concept of entropy at once attracted
to this field several gifted young mathematicians. One of them was Kolmogorov’s
student Yasha Sinai.

1 Prehistory of Dynamical Entropy (Shannon, Khinchin,
Kolmogorov)

In 1948, Claude Shannon published his famous paper “Mathematical theory of
communications” [45], where he proposed the quantity

H(p) = −
n∑

i=1

pi log pi (1)
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as a measure of uncertainty associated with a random experiment with n outcomes
whose probabilities are p1, . . . , pn (Shannon used the base 2 logarithms, but
the base is of no importance). Shannon points out that the same expression
for entropy was known in physics—he mentioned Ludwig Boltzmann—but had
another meaning. In the mathematical theory of information transmission (or simply
information theory) developed by Shannon, the entropy became a very important
concept.

Shannon’s theory quickly attracted particular interest among specialists in a
variety of sciences, in particular, mathematicians. In the Soviet Union, a majority
of them grouped around A.N. Kolmogorov and A.Ya. Khinchin. In 1953, Shannon’s
paper [45] was published in Russian (under another title and with some omissions),
and in the same year A.Ya. Khinchin [22] proved rigorously that a few natural
properties of entropy determine it uniquely up to a positive factor to be given by the
expression (1). Starting from the mid-1950s, Kolmogorov popularized information-
theoretic ideas in numerous papers and speeches at scientific meetings, and at about
that time he planned for extensive studies in different fields of mathematics with the
use of these ideas.

It was repeatedly observed that the decade from 1950 to 1960 was one of
the most fruitful periods in Kolmogorov’s scientific activity: suffice it to say
that Hilbert’s 13th problem was solved and the KAM theory was founded just
in this period. Kolmogorov worked hard on problems of classical mechanics.
According to his own words, he was motivated by John von Neumann’s works on
spectral theory of dynamical systems and the results by Bogoliubov and Krylov in
topological dynamics. In spite of all these facts, it appeared absolutely surprising
that Kolmogorov decided to apply the concept of entropy to dynamical systems.

2 Emergence of Dynamical Entropy

The first presentation of Kolmogorov’s new concept arose during the course of
lectures on dynamical systems he delivered at the Mechanics and Mathematics
Department of Moscow State University in the fall 1957. The lectures remained
unpublished, and all we know is based on the memories of Kolmogorov’s students.
Yasha Sinai became a graduate student just at that time, and he witnessed [54, 61]
that at one lecture, Kolmogorov unexpectedly introduced a new notion, namely the
entropy of a Bernoulli shift, and proved some its properties.

Kolmogorov’s approach stated in [23] concerned itself with much more general
class of dynamical systems, and it turned out to be quite different. From the very
beginning, Kolmogorov uses Rohlin’s theory [39] of Lebesgue spaces and their
measurable partitions. According to this theory, in a Lebesgue space (a universal
example is the interval [0,1] with the Lebesgue measure), there is one-to-one
correspondence between the σ -subalgebras of the σ -algebra of measurable sets
and measurable partitions. More precisely, one should deal with classes of sets
and partitions which coincide up to a set of zero measure (in short mod 0). The
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above-mentioned approach is as follows (our notation is somewhat different from
that in [23]). Let (M,M , μ) be a Lebesgue space, where M is the σ -algebra of
measurable sets and μ a probability measure without atoms (below we often omit
M from the notation). Kolmogorov first introduces the joint conditional information
of measurable partitions α and γ , given a measurable partition β, and its particular
case (when γ = α), the conditional entropy of α given β. It is the random variable
Hx(α|β) that is defined at a point x ∈ M via formula (1): if α = (A1, A2, . . . ) is a
countable partition, one puts pi := μ(Ai |Cx), where Cx is the atom of β containing
x. The integral of Hx(α|β) in x (w.r.t. μ) is denoted by H(α|β) and called the mean
conditional entropy of α given β (now one usually omits the word ‘mean’). In fact,
Kolmogorov defines H(α|β) for all measurable partitions α, β or, equivalently, for
all σ -subalgebras of the basic σ -algebra M . Then he proves the main properties of
the quantities introduced, and turns in the next section to dynamical systems.

He considers a one-parameter group {T t } of measure-preserving transformations
of M and introduces a new concept that in the future will play an outstanding part
in entropy theory. Namely, he calls {T t } a quasi-regular dynamical system if there
exists a σ -algebra A ⊂ M such that (a) T tA ⊇ A for t ≥ 0; (b) the minimal
σ -algebra containing ∪t T

tA is M ; (c) ∩t T
tA is trivial in the sense that every set

in this σ -algebra has measure 0 or 1.
Quasi-regularity simulates the regularity property of some stationary processes

that gradually forget their past, in which case A is the collection of events observed
until time 0, and T t is the shift by t in the trajectory space of the process.

The term ‘quasi-regularity’ was soon abandoned by Kolmogorov’s followers in
favor of ‘K-property’, ‘K-mixing’ or ‘Kolmogorov’s mixing’ and so on, while the
systems with this property received the name of ‘K-systems’.

Kolmogorov states that for every K-algebra A (a σ -algebra with properties (a)–
(c)) and for every s ≥ 0, we have H(T t+sA |T tA ) = hs, where h ∈ [0,∞] is
independent of A . This h was called the entropy of the dynamical system {T t }.

However, it was soon discovered by V.A. Rohlin that Kolmogorov’s proof
of the independence of h from A was incorrect. Curiously, some other famous
mathematicians made later similar mistakes.

Kolmogorov was deeply distressed with his error, presumably the only erroneous
statement in his publications by then, and was striving to correct it as soon as possi-
ble. In late 1959 he submitted a new paper [24]. Here he deals with the discrete time
systems (automorphisms) only, and considers the countable measurable partitions
α = (A1, A2, . . . ) such that

H(α) := −
∑

i

μ(Ai) logμ(Ai) < ∞

and α is generating (or a generator) in the sense that the sets T nAi , n ∈ Z, i =
1, 2, . . . , generate the σ -algebra M . He proves that for such α the limit

lim
t→∞ n−1H(αn−1

T ) =: h(T , α),
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where

H(αn−1
T ) := H(α ∨ T 1α ∨ · · · ∨ T n−1α), (2)

is independent of α, and now one refers to this joint value of h(T , α) as h(T ), the
entropy of the automorphism T := T 1. By definition the partition αn−1

T is formed
by the sets Ai0 ∩T 1Ai1 ∩ . . . T n−1Ain−1 , while the existence of h(T , α) was already
mentioned by Shannon in other terms.

Therefore, Kolmogorov [24] defined the entropy for all automorphisms that have
a generator of finite entropy. Let us note that from the very beginning, the definitions
of the entropy were stated in such a way as to make this quantity invariant under
isomorphisms (the dynamical systems {T t } and {T̃ t } acting in the spaces (M,μ)

and (M̃, μ̃), respectively, are isomorphic if there exists a mod 0 isomorphism ϕ :
(M,μ) → (M̃, μ̃) that takes T t to T̃ t for each t ; if t is discrete, it suffices to
have this for t = 1). The entropy from [24] is clearly invariant, which enabled
Kolmogorov to solve a long-stated problem: he showed that two Bernoulli schemes
with distributions p and p′ generate the non-isomorphic shifts (Bernoulli shifts) in
the corresponding sequence spaces if H(p) �= H(p′). It is necessary to note that
this was already stated in [23] and even in Kolmogorov’s lectures mentioned above.

However, at that time Kolmogorov already knew that there existed a more general
definition of the entropy suggested by Ya. Sinai. Kolmogorov recommended Sinai’s
paper [46] for publication in ‘Doklady Akademii Nauk SSSR’ (‘Proceedings of the
USSR Academy of Sciences’) the same day as he submitted [24], and both papers
appeared in the same issue of the journal.

Sinai deals with an automorphism T of a Lebesgue space (M,μ) and finite
partitions α of M into measurable sets. He defines the entropy of T by

h(T ) = sup
α

h(T , α), (3)

where the supremum is taken over all α as above (h(T ) is also said to be the
measure-theoretic or metric entropy of T with respect to μ). Then he proves the
following important theorem.

Theorem 1 If α = (A1, . . . , Ak) and β = (B1, . . . , Bl) are finite partitions such
that every Bj belongs mod 0 to the σ -algebra generated by the sets T nAi , i =
1, . . . , k, n ∈ Z, then h(T , β) ≤ h(T , α).

This immediately implies that h(T ) = h(T , α) if α is a generator, and a similar
(and even simpler) argument proves that h(T ) = 0 if T has a one-sided generator,
i.e., a partition α = (A1, . . . , Ak) such that the sets T nAi , i = 1, . . . , k, n ∈ Z+
generate mod 0 the basic σ -algebra in M .

The advantages of these general results and such an approach were demonstrated
in this paper. Sinai considers a group automorphism T of a 2-dimensional torus,
given by a 2 × 2 matrix T̂ with integer entries and det T̂ = ±1. The Lebesgue
measure is T -invariant, and T is ergodic if and only if T̂ has a real eigenvalue λ
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with |λ| > 1. It is proved in detail in [46] that h(T ) = log |λ|. Therefore two
ergodic automorphisms of a 2-torus can be isomorphic only if the eigenvalues of the
corresponding matrices coincide in absolute value. The multidimensional extension
concerns the automorphisms T of an n-torus whose matrices T̂ have only real
eigenvalues λi and reads: h(T ) = ∑

i:|λi |>1 log |λi |. This statement is claimed to
have a proof similar to that for the 2-torus case.

Sinai’s work [46] merited so detailed considerations here, because it not only
contained the first definition of entropy applicable to all automorphisms of a
Lebesgue space (in fact, of any probability space), but also gave a means for
calculating the entropy for specific systems. Group automorphisms of tori were the
first nontrivial examples.

Already at this stage one could have suspected that the entropy theory for systems
with positive entropy must differ essentially from that for systems with zero entropy
(like shifts on compact Abelian groups with Haar’s measure). This prediction was
confirmed later.

Upon concluding this section, I should mention one more character of the entropy
drama. It became a custom in papers and books on entropy theory to mention that
D. Arov, the 1957 final-year student of the Odessa State University, suggested in his
handwritten thesis to use Shannon’s entropy in the study of dynamical systems (this
fact was mentioned for the first time in [24]). In fact, Arov introduced a quantity
that he named the ε-entropy of a dynamical system with continuous time, but,
for an automorphism T , it would read as follows. For every ε ∈ (0, 1/2], the
ε-entropy of T is defined by hε(T ) = supA(ε) h(T , α), where A(ε) is the family
of measurable partitions with all atoms of measure ≥ ε. This definition remained
unpublished for many years (see [6]). Arov had no means for evaluating his entropy,
and he considered no examples. Clearly, limε→0 hε(T ) = h(T ), so that h(T )

in Sinai’s definition is determined by the function ε �→ hε(T ). But, for ergodic
automorphisms, the opposite is also true: if T1, T2 are ergodic and h(T1) = h(T2),
then hε(T1) = hε(T2) for all ε. At the same time for non-ergodic automorphisms,
this is not the case. It seems that these facts cannot be established using only
elementary properties of the entropy (see below). The principal value of Arov’s
achievement is that he guessed that it is useful to take the supremum over partitions.
A similar approach was later used in Sinai’s definition. The same was earlier done
for Bernoulli shifts in Kolmogorov’s lecture mentioned above.

3 Early Development of Entropy Theory

Along with Sinai, a key role in this development was played by V.A. Rohlin and his
student L.M. Abramov, and a little later by Kolmogorov’s student M.S. Pinsker. In
the same year, 1959, Rohlin [40] described some useful properties of the entropy.
In particular, he introduced the following entropy metric ρ (‘Rohlin’s metric’) in
the space of partitions ξ with H(ξ) < ∞: ρ(ξ, η) = H(ξ |η) + H(η|ξ), and
proved that this space with ρ was a complete separable metric space and that
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|h(T , ξ)− h(T , η)| ≤ ρ(ξ, η). Also he observed that if H(ξ) < ∞, then

h(T , ξ) = h(ξ |ξ−T ), where ξ−T := ∨∞
i=1T

−iξ. (4)

This formula is very useful in evaluating the entropy of specific systems. Moreover,
it can be applied to endomorphisms (measurable, but in general not one-to-one maps
T such that μ(T −1A) = μ(A)), and hence makes it possible to deal with the entropy
for them as well.

Abramov published two important technical papers, [1] and [2], where he found
the entropy of an induced automorphism as well as the entropy of the so-called
suspension flow. The next year, Pinsker [38] showed that for every automorphism T

of a Lebesgue space there exists a maximal factor-automorphism with zero entropy,
i.e., a σ -algebra A 0(T ) such that if α is a countable measurable partition with
H(α) < ∞, then h(T , α) = 0 if and only if all atoms of α belong to A 0(T ).
Since then the σ -algebra A 0(T ) is called the Pinsker algebra, and the measurable
partition corresponding to it, is called the Pinsker partition of T and denoted by
π(T ). If h(T , α) > 0 for a given T and every nontrivial α, then T is referred to as
an automorphism with completely positive entropy; both A 0(T ) and π(T ) for such
T are trivial, i.e., each set in A 0(T ) has measure 0 or 1.

During that period entropy theory was progressing very rapidly. Rohlin and Sinai
[44] investigated the σ -algebras (or partitions) that increase under the action of an
automorphism T . They proved the following:

Theorem 2 For every T there exists a measurable partition ξ such that (a) T ξ ≥ ξ ,
i.e., each atom of T ξ lies in an atom of ξ ; (b) T nξ tends in a natural sense to ε,
the partition into individual points, as n → ∞; (c) T −nξ tends to π(T ); and (d)
H(T ξ |ξ) = h(T ).

They referred to such ξ as a perfect partition. If h(T ) > 0, there exists partitions
that have only some of the properties (a)–(d). For example, in (d), instead of equality,
one can have H(T ξ |ξ) < h(T ) (the opposite strict inequality is impossible). If (a)
and (b) hold, then limn→∞ T −n ≥ π(T ). By definition, a K-partition ξ satisfies
(a), (b), and limn→∞ T −nξ is the trivial partition. Hence π(T ) is trivial if T is a
K-automorphism (which was earlier stated in [38]). Combined with the existence
of a perfect partition, this implies that the family of K-automorphisms coincides
with that of automorphisms with completely positive entropy (for automorphisms
with finite generator this was also stated in [38]). Notice that contrary to what was
written in [23], there can be K-partitions ξ with H(T ξ |ξ) < h(T ). Moreover,
E. Lindenstrauss, Y. Peres and W. Schlag [28] showed much later that, for some
dynamical systems, there exist K-partitions ξ with H(T ξ |ξ) = h for every positive
h < h(T ).

Immediately after emergence of the dynamical entropy, the following two
questions came to the center of attention: how are the entropy and spectrum of a
dynamical system, especially of a flow, related to each other, and are two Bernoulli
shifts with equal entropy isomorphic?
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3.1 Entropy and Spectrum

Already Kolmogorov [23] noted that every K-automorphism had the Lebesgue
spectrum of infinite multiplicity and conjectured that the same might be true for the
K-flows. Rohlin [39] added that if T is an automorphism of (M,μ) with h(T ) > 0,
then the unitary operatorUT defined by UT f (x) := f (T x), f ∈ L2(M,μ), x ∈ M ,
has an invariant subspace L ⊂ L2(M,μ) where it has the Lebesgue spectrum
of infinite multiplicity. (T as a whole is said to have such spectrum if L is the
orthogonal complement of the one-dimensional subspace of constants.)

But for flows, the question turned out to be much more complicated. Kol-
mogorov’s conjecture was proved by Sinai [50] who used the so called suspension
representation, which can be assigned to every aperiodic flow. (This is an abstract
form of the Poincaré section and the first return map, or Poincaré map.)

However, not every flow with the Lebesgue spectrum of infinite multiplicity has
the K-property or positive entropy. The first example of this kind was the horocycle
flow on a compact surface of constant negative curvature. By means of the method
used by I. Gelfand and S. Fomin [10] in their study of the spectrum for the geodesic
flow, O. Parasyuk [35] showed that the horocycle flow has the Lebesgue spectrum,
while by the same method one can show that the spectral multiplicity is infinite. On
the other hand, Sinai’s conjecture that the entropy of the horocycle flow is zero, was
proved in [15].

3.2 Isomorphism Problem: First Results

Shortly thereafter Kolmogorov’s student L. Meshalkin [30] showed that two
Bernoulli shifts are isomorphic if they have equal entropy and if all the prob-
abilities that determine them, are of the form p−ki , where p is a positive inte-
ger, common for both systems, and ki are arbitrary positive integers such that∑

i p
−ki = 1. The simplest case of such a situation is provided by the distributions

(1/8, 1/8, 1/8, 1/8, 1/2) and (1/4, 1/4, 1/4, 1/4, ) with entropy 2 log 2 (since then
it is called Meshalkin’s example). The isomorphism is constructed in the form of
coding the realizations of a stationary process into realizations of another one, and
care is taken that the shift and measure in the first space are mapped into the shift
and measure in the second one, respectively. Some generalizations of Meshalkin’s
method were made afterward, but no general results emerged.

A completely different example of isomorphism was considered later by R. Adler
and B. Weiss [4], who established that two ergodic group automorphisms of the 2-
torus are isomorphic if they have the same entropy. For this they first proved that the
entropy of such automorphism with respect to the Lebesgue measure is bigger than
the entropy with respect to any other invariant measure. The latter fact fits naturally
in the thermodynamic formalism as well (see Sect. 4).
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But the first general result in the new isomorphism problem was obtained by
Sinai [52] (see [55] for details) who suggested the concept of a weak isomorphism of
dynamical systems. By definition it retains all properties of the isomorphism except
that the mappings of Lebesgue spaces onto one another are now not necessarily
invertible. Weakly isomorphic systems have the same spectrum and entropy, and,
what is much more important, all Bernoulli shifts with equal entropy are weakly
isomorphic. This spectacular theorem follows from another remarkable one.

Theorem 3 If T is an ergodic automorphism of a Lebesgue space and A is a
strictly increasing σ -algebra (such A exists if and only if h(T ) > 0), then for
any probability distribution p = (p1, . . . , pk) with H(p) ≤ H(TA |A ), there
exists a partition α = (A1, . . . , Ak) such that Ai ∈ A , μ(Ai) = pi for all i, and
{T nα, n ∈ Z} is a sequence of independent partitions, i.e., α generates a Bernoulli
factor.

This fact was of fundamental importance for the whole theory of dynamical
systems and its applications. Everybody realized the interplay between dynamical
systems and random processes: if T is an automorphism of a Lebesgue space (M,μ)

and f a measurable function on M , then F := {f (T nx), x ∈ M, n ∈ Z} can be
treated as a stationary random process. If T itself is of probability origin (to be
the shift in the trajectory space of a stationary process), it would be not surprising
if T exhibits some stochastic behavior. But if T is a diffeomorphism, i.e., purely
deterministic, e.g., a group automorphism of the torus, one could expect that F
cannot be ‘too random’. Sinai’s theorem showed that this is not the case: even the
‘most random’ of all discrete time stationary processes, a Bernoulli process, can
appear as F in this construction. Today this is universally known, but at that time,
one had to show great intellectual bravery to imagine something of the kind.

The proof of the theorem on Bernoulli factors consists in successive transitions
from one increasing partition to another and taking their limit (intersection). Here
the following observation by Rohlin is used: if ξ is an increasing measurable
partition, i.e., T −1ξ < ξ , and η is a measurable partition such that T −1ξ < η < ξ ,
then η is also increasing. Moreover, every partition sequence obtained by this
strategy clearly decreases, and one should only make sure that the limit of this
sequence be of the form∨∞

i=0T
−iα, where α generates a Bernoulli factor and has the

prescribed measures of atoms. But this is only a skeleton of the proof. To implement
it in detail one should choose a transition between partitions mentioned above at
each step. In [55] where the proof was published, Sinai starts with a significant new
contribution to his joint work with Rohlin on the theory of increasing partitions.
Then he carried out the necessary construction, where a deep insight in the situation
helped him to overcome a number of technical difficulties.



Entropy Theory of Dynamical Systems 229

3.3 First Examples of Smooth K-Systems

The absolutely first such an example, I think, was an ergodic group automorphism
of the 2-torus. Its K-property was discovered by Sinai, but left unpublished (see,
however, [53]). Later Rohlin [41] obtained a similar result for automorphisms and
even endomorphisms of compact commutative groups (for endomorphisms, the K-
property is replaced by that of having completely positive entropy). And again
Sinai [48] discovered first smooth K-flows, namely, the geodesic flows on Riemann
manifolds of negative constant curvature and finite volume. In [48] he constructed
a K-partition for the 2-dimensional case to some extent explicitly and proved the
K-property of this partition, making use of the ergodicity of the horocycle flow
established by Hedlund. Sinai also evaluated the entropy of the geodesic flow in the
compact case. He expressed it in terms of the curvature, the volume of the whole
manifold (of dimension n) and the (n− 1)-dimensional volume of the unit (n − 1)
sphere.

Almost simultaneously Sinai found another evidence of stochasticity for
geodesic flows. Let {St } be such a flow and f be a real measurable function on
its phase space X provided with the corresponding probability measure μ. Then
ft (x) := f (Stx), x ∈ X, is a stationary random process. In [47] he proved the
central limit theorem in the following form: if the flow {St } acts on a manifold of
constant negative curvature and the function f satisfies some regularity conditions,
then the random variable Fτ (x) := ∫ τ

0 ft (x)dt , after subtracting its expectation
and dividing by the square root of its variance, will converge in distribution (as
τ → ∞) to a standard Gaussian random variable. From a general point of view, this
fact is not so surprising: since {St } is a K-flow, Fτ is a sum of many small weakly
dependent random variables and must be asymptotically Gaussian. But to prove
this rigorously, one had to overcome considerable difficulties. The only general
sufficient condition known by then under which a stationary random process obeys
the central limit theorem, was the so-called Rosenblatt strong mixing condition
(named after M. Rosenblatt). However, as Sinai writes in [53], he could not check
if the above process Fτ fits this condition. That is why he introduced [51] a weaker
‘local Rosenblatt’ condition and proved that it was also sufficient for the central
limit theorem to apply. Moreover, he managed to find out that many processes {Fτ }
obey this property, at least the set of functions f generating such processes is dense
in L2(X,μ).

A little later Sinai [49] extended the results from [48] and [47] to the geodesic
flows on some compact surfaces of negative non-constant curvature. Some proper-
ties of the horocycles, known by that time and new ones, discovered specially for
this purpose, were also used there, but the Hedlund–Hopf approach could not be
applied literally.

Looking at Sinai’s achievements in entropy theory over the few years since
the work [46], everybody would be struck by abundance and depth of his results.
So it is hardly surprising that in 1962, he was invited as a speaker to the
International Congress of Mathematicians in Stockholm (more surprising is that he
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was authorized to leave Russia). In his paper [53] he not only discusses his previous
results, but also suggests some new directions of investigation. In particular, he
introduces the notion of a transversal flow related to a given automorphism T (or
flow {St }) acting on a Riemann manifold X. By definition the trajectory partition of
the transversal flow {Zs} is invariant in the sense that each trajectory is transferred
into another trajectory under the action of T (or every St ). Another property is that
there exists the local contraction coefficient, that is for every x ∈ X and every
interval {Zsx, 0 ≤ s ≤ u}, the time length of the interval {TZsx, 0 ≤ s ≤ u}
divided by u tends to a limit λ(x) (for {St } the definition is similar). The transversal
flow relates to bundles of asymptotic trajectories: if two trajectories of T or {St } start
from the same trajectory of {Zs}, they approach each other, often exponentially fast.
Thus the classes of asymptotic trajectories of the initial system can be identified with
the trajectories of the transversal flow. Such a structure in the phase space owes its
origin to the instability of the motion: for a point x of the phase space, the majority
of trajectories starting from points x ′ near x move away from the trajectory of x,
while the exceptional points x ′ constitute a ‘manifold’ of positive codimension.

The simplest example is the ergodic automorphism T of the 2-torus, for which a
transversal flow can be taken as the motion with unit velocity along the eigenvector
of the corresponding matrix whose eigenvalue λ is less than one. Another example
is the geodesic flow on a surface of a constant negative curvature, in which case
the part of the transversal flow is played by the horocycle flow. In both examples the
entropy is closely related to the contraction coefficients. In particular, the contraction
coefficient for an ergodic automorphism of the 2-torus, is the above eigenvalue λ <

1, while the entropy equals − logλ. In the case of geodesic flow the contraction
coefficient is −(−k)1/2 (where k is the curvature), and the entropy is proportional
to it (let us note that by definition the contraction coefficient for a flow is similar not
to that for an automorphism, but to its logarithm).

An existence condition for a K-partition can also be expressed in terms of a
transversal flow. Moreover, under these conditions one can divide the trajectories of
the transversal flow into intervals in such a way as to obtain a K-partition. It is very
useful to consider the transversal flows for T and T −1 (or {St } and {S−t }) together.
In some cases it gives a possibility to find the partition π for T (or {St }) almost
immediately.

One can observe that the transversal flow as such is not as essential for this
approach as the partition into its trajectories. That is why the multidimensional
case can also be included in this context, except that the transversal flow should
be replaced by a transversal field. The latter can be identified with the partition of
the phase space into the orbits of the field, and the above-mentioned properties of
the trajectory partition of the transversal flow, its invariance and the existence of the
contraction coefficient, should retain their validity.

Forerunners of some further investigations can be found here. For instance, in
1963, D. Anosov introduced a class of dynamical systems that were later named
after him. The definition of Anosov’s (or uniformly hyperbolic) systems resembles
that of the systems with transversal fields, and the theories of these two classes of
systems are to some extent close to each other. Moreover, many system studied
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by Sinai earlier (the ergodic group automorphisms of the 2-torus, geodesic flows
on compact manifolds of negative curvature) turned out to be Anosov’s systems.
This was a motivation for publishing the joint paper [5]. But shortly before, Sinai
published another work [57] where he continued the study of flows with Lebesgue’s
spectrum of infinite multiplicity started in [50] with the method of transversal fields
contemplated in [53]. He developed this approach in a measure-theoretic context,
much more general than needed for Anosov’s flows.

Emergence of Anosov’s systems and their generalizations opened up a new field
in theory of dynamical systems, and Sinai contributed much to this field (see [37]).

3.4 Generators

Let us recall that Kolmogorov’s definition of the entropy stated in [24] made sense
only for automorphisms that had generators with finite entropy. A more general
definition by Sinai [46] was free of this restriction, but the existence problem for
generators remained open for some time. The first result here was obtained by
Rohlin [42, 43], who proved that every aperiodic automorphism T with h(T ) < ∞
had a countable generator ξ with H(ξ) < ∞. This made Kolmogorov’s definition
almost as general as Sinai’s. But this happened four years after the definitions by
Kolmogorov and Sinai appeared.

In 1970, W. Krieger [25] made the next step—he proved that every ergodic
automorphism T with h(T ) < ∞ has a finite generator. Later he refined this
statement as follows: there exists a generator with ≤ 2h(T ) + 1 atoms; note that no
generator can have < 2h(T ) atoms, so that this estimation can be treated as optimal.
It is interesting that Krieger’s argument is essentially based on a result of Sinai’s
student A. Zaslavsky, who also tried to solve the problem of finite generators. A
number of alternative proofs appeared containing refinements and generalizations
of Krieger’s result. The strongest of the statements I know, is due to C. Grillenberger
and U. Krengel [13]. The next theorem contains a particular case of their result.

Theorem 4 Let T be an ergodic automorphism with h(T ) < ∞, and p =
p1, . . . , pk a probability distribution with H(p) > h(T ). Then there exists a
generator ξ = (C1, . . . , Ck) such that μ(Ci) = pi for 1 ≤ i ≤ k.

This theorem together with Sinai’s theorem on Bernoulli factors can be used
to prove that h(T ) determines Arov’s ε-entropy (see Sect. 2) for an ergodic
automorphism T .

3.5 Entropy and Periodic Orbits

Periodic orbits of dynamical systems are of traditional interest to various fields of
mathematics, especially to geometry. From results by J. Hadamard and M. Morse,
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it is known that the set of tangent vectors of a compact surface of negative curvature
that are tangent to closed geodesics, is everywhere dense. In 1963 Anosov extended
this to the multidimensional case. A relation between periodic orbits and entropy
was realized rather early. In 1966, Sinai [56] published the following theorem.

Theorem 5 Let Q be a closed compact Riemann manifold of dimension d > 1
and ν(t), the number of closed geodesics of multiplicity 1 and length ≤ t , t > 0.
Assume that the curvature K of Q along every 2-dimensional direction satisfies
−K2

2 ≤ K ≤ −K2
1 . Then

(d − 1)K1 ≤ lim inf
t→∞

ln ν(t)

t
≤ lim sup

t→∞
ln ν(t)

t
≤ (d − 1)K2. (5)

Formally, the proof of the theorem was purely geometric, but the reasoning
behind it was closely related to the transversal fields method developed by Sinai
in [53] and used by him before in other contexts. He remarks that the constant K1
in (5) can be replaced by the entropy of the geodesic flow.

This ability to reveal dynamical problems where they are not so evident as
above, is typical for Sinai’s mathematics. I repeatedly heard him saying: ‘this is
our question’ (or ‘ergodic question’), especially as a response to a physics talk
at his seminar. The dynamical approach to formally non-dynamical problems was
used by many Sinai’s followers, the most successful of which is G. Margulis. He
strengthened Theorem 5 by replacing lim sup and lim inf for the limit. Later he
obtained, for Anosov’s flows, an even stronger result: limt→∞ htν(t)e−ht = 1,
where h is the topological entropy of the flow.

Similar estimates for the exponential grow rate of Pn(T ), the number of fixed
points of T n, were proved for hyperbolic diffeomorphisms. For some popular
examples, such as topological Markov shifts and torus automorphisms, Pn(T ) can
be found explicitly. In these cases a counterpart of the above Margulis formula holds.
There were attempts to obtain the similar results beyond the hyperbolic systems.
Namely, A. Katok proved in [17] a theorem that implies the following: if T is a
C1+α (α > 0) diffeomorphism of a smooth surface, then lim supn→∞ Pn(T )

n
≥

htop(T ). Recently this result was extended in a stronger form by Yu. Lima and
O. Sarig [27] to flows with positive topological entropy on 3-dimensional smooth
manifolds. They used some ideas from thermodynamic formalism for infinite
alphabet topological Markov shifts.

4 Topological Entropy and Emergence of Thermodynamic
Formalism

The history of topological entropy had in fact started somewhat earlier than when
its definition was published in full generality. Sinai did not participate in this
development personally, but his students did, and all this was discussed at his
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seminar. In 1964, W. Parry [36] considered the following question. Let A be an
n× n matrix with entries ai,j ∈ {0, 1}, and

XA := {x = (xi)i∈Z ∈ {1, . . . , n}Z : axi,xi+1=1}. (6)

The set XA (now called a Markov set or a Markov compact) is clearly T -invariant
where T is the one step shift transformation on {1, . . . , n}Z. Assuming that A is
transitive in the sense that for every pair (i, j), there exists k ∈ Z such that the
(i, j)th entry of Ak is positive, Parry asks: what is the supremum of hμ(T ) over the
family of T -invariant probability measures μ concentrated on XA. (We write hμ(T )
instead of h(T ), because now μ is not fixed.) He refers to this supremum as the
absolute entropy and shows that it equals log λ(A) where λ(A) is the maximal in
the absolute value eigenvalue (Perron number) of A. Moreover, it is achieved at the
unique μ, the Markov measure (xi , i ∈ Z, forms a stationary Markov chain with
respect to μ) whose transition probabilities are expressed explicitly in terms of A.

It is fair to say that Shannon [45] solved almost the same problem in connection
with his definition of capacity for a noiseless channel. His results were improved by
Yu. Lyubich [29], but were not noticed in time by specialists in dynamical systems.

In 1965, R. Adler, A. Konheim and M. McAndrew [3] introduced a new
topological invariant for continuous maps of a compact topological space M .
They named it the topological entropy and defined by analogy with h(T ), except
that countable partitions and their entropy are changed for open covers (of any
cardinality) and the logarithm of the cardinality of their minimal subcovers. In [3]
and subsequent works the topological entropy for a variety of dynamical systems
was evaluated, and it turned out that Parry’s absolute entropy was simply the
topological entropy of the Markov shift T on XA (XA is compact in a natural
topology, and T is a homeomorphism of XA).

The challenge immediately arose to discover the relationship between h(T ) and
htop(T ), the topological entropy of T . Parry’s result suggested that

htop(T ) = sup
μ∈I (T )

hμ(T ), (7)

where I (T ) is the family of T -invariant Borel probability measures on M .
For several years the variational principle (7) remained a conjecture. In 1969,
L. Goodwyn [12] showed that hμ(T ) ≤ htop(T ). A year later, E. Dinaburg
[9] proved (7) for homeomorphisms of the spaces whose topological dimension
is finite. And at last, T. Goodman [11] established (7) in full generality. It is
interesting that another definition of htop(T ), very popular now, arose in [9], but
its author is Kolmogorov, who recommended the paper for publication and made
a hand-written insert into the text (in [9] Kolmogorov’s authorship is indicated).
This definition is suitable for a continuous map T of a compact metric space
(M, ρ) and is as follows. One can define a sequence of metrics ρn on M by
ρn(x, y) = max0≤i<n ρ(T

ix, T iy) and, for every ε > 0, denote by N(T , n, ε)

the minimal m such that there is a partition of (M, ρ) into m sets of diameter ≤ 2ε.
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Then limε→0 limn→∞ 1
n

logN(T , n, ε) = htop(T ). Let us note that, by definition,
logN(T , n, ε) is the Kolmogorov ε-entropy of the compact (M, ρn). Since htop(T )

is determined by the topology on M , the equality implies that we can take any metric
ρ inducing this topology for evaluating htop(T ) in this way.

At the same time as this development, significant events have occurred in
statistical physics. R. Dobrushin, O. Lanford, and D. Ruelle (the two last working
together) suggested a new approach to the notion of the limiting Gibbs distribution,
including it into the more general concept of a Gibbs random field on Zd or Rd

(or a Gibbs measure on the configuration space). This soon resulted in the ‘Gibbs
explosion’ in mathematical methods of statistical physics, comparable with the
‘entropy explosion’ in ergodic theory. What is more, the two fields turned out
to be related to each other due to a variational principle. Although the physicists
primarily are interested in the multidimensional case, we consider a 1-dimensional
lattice compact spin system. Then we have, as before, a compact metric space M

(the space of spin configurations in Z), a continuous map T defined on M (the
shift transformation), and a continuous function f : M → R (determined by the
interaction potential). One defines the functional μ �→ hμ(T )+

∫
f dμ, μ ∈ I (T ).

Its supremum P(f ) is referred to as the pressure. The definition of P(f ) becomes a
variational principle if we take into account that P(f ) can be defined independently,
by f only. The points of maximum of the functional in question are said to be the
equilibrium measures, and usually one can prove that these measures are the same
as the Gibbs measures mentioned above. All this can be carried out in a general
situation, with no mention of physical models; P(f ) is often referred to as the
pressure (or topological pressure) of f (because T is usually fixed). If f ≡ 0,
we arrive at the definition of htop(T ). Thus the topological entropy is a special
case of the topological pressure. The principal questions now concern the existence
and properties of equilibrium measures, in particular, the number of them and the
possibility of alternative, more explicit, descriptions for these measures. Gradually,
due to these and related problems, a new direction in the theory of dynamical
systems arose, which is often referred to as the Thermodynamic Formalism. The
term was already used in this meaning by R. Bowen [7], but it was known in
statistical physics (where it had another meaning) at least from the first half of the
twentieth century.

Sinai’s paper [59] became one of the cornerstones of the Thermodynamic
Formalism. He suggested an alternative approach to the notion of a Gibbs measure.
This measure is obtained as a weak limit of probability measures μn,m absolutely
continuous with respect to a measure of maximal entropy for T with densities of the
form pm,n(x) = cn,m exp

∑m
i=−n f (T

ix). Taking a mixing finite alphabet topologi-
cal Markov shift for T (such T possesses only one measure of maximal entropy) and
a sufficiently ‘smooth’ f , Sinai proves that the limit limn,m→∞ μm,n =: μf exists,
and he discovers its properties. Then he considers an Anosov diffeomorphism T̃

defined on a Riemann manifold M̃ and, using his theorem on Markov partitions
[58] (improved by Bowen), he transfers μf to M̃. If f is determined by the volume
expansion coefficient along an unstable manifold, then the T̃ -invariant measure μ̃f
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obtained in this way exhibits some remarkable features, in particular, the measures
it induces on unstable manifolds are absolutely continuous with respect to the
Riemannian volume on the corresponding manifolds. This μ̃f is called u-Gibbsian
(‘u’ is after ‘unstable’). Another f related to stable manifolds yields s-Gibbsian
measures. A similar construction is suggested in [59] for Anosov flows. This will be
described in more detail and with some generalizations in [37].

5 Ornstein’s Theory

Ornstein’s solution to the isomorphism problem for Bernoulli shifts was published
in 1970. While the result was known already, the paper [31] was not yet available
in the Soviet Union. D. Ornstein came to a symposium on information theory in
Tallinn. Sinai and a group of his students also came there. I remember that for several
consecutive days, instead of attending official meetings, we met in a separate room,
and Don tried to explain his proof to us. He was writing on the blackboard nothing
but several letters ‘a’ and ‘b’ variously ordered, and his arguments appeared to be
heuristic and not too clear. Much later, when working on a Russian translation of his
book [32], I realized the depth and originality of his approach. It is not necessary to
present Ornstein’s theory in detail here, because there are good presentations in the
literature. I only wish to say a few words (some of his results were obtained together
with his collaborates, but for short I mention below only him).

Ornstein deals with an automorphism T of a probability space (M,M , μ) (this
space does not need to be a Lebesgue space, but M should be countably generated)
and a finite measurable partition ξ of M whose atoms are numbered. He refers
to (T , ξ) as a process (in fact, every discrete time stationary process with a finite
number of states has such representation). There were several notions of mixing, or
regularity, for stationary processes, the weakest of which is the K-mixing (or the K-
property of T if ξ is a generator). Ornstein discovered a new mixing condition called
by him the very weak Bernoulli (V.W.B.) condition. It is intermediate between the
K-mixing and the uniformly strong mixing (or ϕ-mixing) by I. Ibragimov. Similar
to the K-mixing, the V.W.B. holds for all ξ if it does for at least one generating
ξ (when T is fixed), and this condition is equivalent to that T is isomorphic to a
Bernoulli shift.

A key part in Ornstein’s theory is played by a metric d (introduced by him) in
the space of processes. Roughly speaking, the d-distance between processes (T , ξ)
and (T1, ξ1) such that T , T1 are ergodic and ξ, ξ1 have the same number of atoms,
is the proportion of those i for which T ix and T ix1, when x, x1 are representative
points, belong to differently numbered atoms of ξ and ξ1 (the Hamming distance).
A precise definition is based on the Kantorovich distance between measures on a
finite set. Ornstein referred to a process (T , ξ) as a Bernoulli process (B-process) if
T is isomorphic to a Bernoulli shift, while ξ is arbitrary. He proved that the set of
B-processes is closed in d .
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All familiar stationary processes that could be B-processes because of their
mixing property and positive entropy, turned actually out to be B-processes. First of
all this holds true for mixing Markov chains.

Ornstein extended his theory to continuous time dynamical systems and defined
a flow {T t } to be a Bernoulli flow (B-flow) if T 1 is (i.e., is isomorphic to) a
Bernoulli automorphism. And again, many popular examples were found to be B-
flows, among which were the geodesic flows on compact manifolds of negative
curvature.

Ornstein proved that every two B-automorphisms or B-flows with the same
entropy, finite or infinite, are isomorphic. On the other hand, together with P. Shields
he constructed an uncountable family of K-automorphisms with equal entropy
which are pairwise non-isomorphic. The simplest example of a K- but not a B-
automorphism was found by S. Kalikow [16] in 1982. This example can also be
described as a simple random walk in Z in a random environment, or as a Markov
shift with continuous alphabet and a very simple transition function. These and
other results in the field lead to the conclusion that, contrary to initial hope, the
classification problem for K-systems is of the same complexity as for all ergodic
dynamical systems.

From a technical standpoint, Ornstein’s contribution into ergodic theory is that
he managed to combine two different lines of thought on a measure preserving map:
as on a continuous matter of geometry and as on a collection of symbolic sequences
familiar to coding theory. A connecting link, although almost invisible, is dealing
with partitions whose atoms are labeled. This made his approach, combinatoric in
its nature, much more flexible.

Ornstein wrote in the book [32] that his research was motivated by his wish
to gain better insight into the Sinai weak isomorphism theorem. But there is an
essential difference between their approaches: Sinai’s proof is based on a physically
realizable coding method, that is, if a sequence x = (xi, i ∈ Z) is coded into
a sequence y = (yi, i ∈ Z), then y0 is a function of x0, x−1, . . . . This is not
the case for Ornstein’s coding, which requires some anticipation. However, this
anticipation, in general inevitable, can be made locally finite. Namely, M. Keane
and M. Smorodinsky [19] invented an invertible mod 0 coding of one Bernoulli shift
into another one (with the same entropy) with the following property: there exist two
functions, x �→ k−(x) ∈ Z+ and x �→ k+(x) ∈ Z+ such that y0, the 0th component
of the coded sequence y, is a function of the components xi of the initial sequence x
with −k−(x) ≤ i ≤ k+(x). Such a coding is said to be finitary.

6 Kakutani Equivalence

Ornstein’s isomorphism theorem stimulated studying another classification of
dynamical systems based on the so-called Kakutani equivalence (or monotone
equivalence). This notion was introduced by S. Kakutani in 1944. For the continuous
time case, Kakutani equivalence is a time change in flows. In the discrete time case,
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one of equivalent definitions is the following: two ergodic automorphisms, T1 and
T2, are Kakutani equivalent if there are isomorphic suspension flows constructed
over T1 and T2, respectively. This equivalence relation does not seem too interesting
for entropy theory, because it does not preserve the entropy h(T ), but only the
property of having h(T ) = 0, h(T ) = ∞, or 0 < h(T ) < ∞. However, the theory
of Kakutani equivalence was progressing similarly to Ornstein’s isomorphism
theory and through the latter it relates to entropy.

In the mid-1970s, A. Katok and J. Feldman (a little later) initiated independently
this development (see a detailed exposition in [33]). There is a distance (denoted
by f̄ ) in the space of processes that plays the role in the Kakutani equivalence
theory that resembles the one played by d̄ in the Ornstein theory. Replacing d̄ by f̄ ,
one obtains the so called loosely Bernoulli (LB) systems (introduced by Feldman)
instead of the very weak Bernoulli ones (see Sect. 5). This class is invariant with
respect to the Kakutani equivalence and closed under going to factors, induced and
integral automorphisms, and to suspension flows. But together with all Bernoulli
automorphisms of finite entropy, it contains many automorphisms with zero entropy,
in particular, the ergodic shifts on compact commutative groups. On the other hand,
Feldman constructed a K-automorphism that is not LB and hence is not Bernoulli.
Another such an example is the Kalikow automorphism mentioned above. The
simplest class of automorphisms equivalent to each other was introduced by Katok
under the name of ‘standard’. All standard automorphisms have zero entropy.

7 Other Entropy Type Characteristics of Dynamics

In 1967, A. Kushnirenko [26], following an approach suggested by A. Kirillov,
defined, for an automorphism T of Lebesgue’s space (M,μ) and an arbitrary
sequence of integers A := {n1, n2, . . . }, what he called the A-entropy of T by

hA(T ) = sup
ξ

lim sup
k→∞

H(T n1ξ ∨ · · · ∨ T nk ξ),

where sup is taken over all measurable partitions ξ with h(ξ) < ∞. It is clear
that hA(T ) = h(T ) when A = {1, 2, . . . } and that hA(T ) is a metric invariant
for each A. Kushnirenko proved that hA(T ) has the approximation properties
similar to those of h(T ), and, as in the case of h(T ), these properties enable
evaluation of the A-entropy for some important examples. In particular, it turned
out that the horocycle flow and its Cartesian square have different A-entropies
for A = {20, 21, . . . } and hence these two flows with zero entropy and Lebesgue
spectrum of infinite multiplicity are not isomorphic.

Another approach to entropy type invariants is developed in recent works of
A. Vershik and his group (see [64]).

They note that each finite or countable measurable partition ξ of a Lebesgue
space (M,μ) induces a semi-metric ρξ on (M,μ) by ρξ (x, y) := δC(x),C(y),
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where C(x), C(y) are the atoms of ξ that contain x and y, respectively. Then
they define a natural class of ‘admissible’ semi-metrics on (M,μ) (containing
ρξ ) and suggest one to study not the evolution of measurable partitions under
the action of T , but the evolution of admissible metrics and semi-metrics. Some
invariants of the latter evolution do not depend on the initial semi-metric and can
characterize T itself. Among them is the class of ‘scaling’ sequences describing
the growth rate of the ‘ε-entropy’ of the space (M,μ) with respect to the average
semi-metric ρav(x, y) := n−1 ∑n−1

i=0 ρ(T ix, T iy), where ρ is an admissible semi-
metric. The definition of the ε-entropy is close to that by Kolmogorov, but uses
the Kantorovich distance between probability measures on M . In some cases one
can define, simultaneously with scaling classes, a numerical invariant, the ‘scaling
entropy’. Presumably these invariants can distinguish automorphisms with zero
entropy. It has been proved that the automorphisms with discrete spectrum are
characterized by bounded scaling sequences. Similar ideas can be found in earlier
works by J. Feldman and S. Ferenczi.

8 Entropy for Actions of General Groups

As early as in the first half of the 1970s, advances in entropy theory for actions of
Z and R resulted in creation of the corresponding theory for more general groups
actions.

An action T of a countable group G by automorphisms of Lebesgue’s space
(M,μ) is a homomorphism of G to the group of automorphisms Tg, g ∈ G,
of (M,μ) (for non-countable groups some measurability or continuity conditions
should be added).

The first general results were obtained by J.-P. Conze [8] who introduced the
entropy and K-property for actions of Abelian finitely generated groups. He also
proved that every K-action of such a group has completely positive entropy.

As far as I know, there are only two works by Sinai on entropy for actions of
groups more general than Z and R. In 1985, together with his student N. Chernov,
he considered [62] the time evolution of an infinite system of hard spheres in Rd

that elastically collide with each other and move by inertia between collisions. This
motion induces an infinite-dimensional dynamical system {Tt , t ∈ R} that preserves
a family of Gibbs measures. Earlier Sinai and his students contributed much in
construction of such dynamics. It is clear that the entropy of this system is infinite,
but the appropriately normalized entropy of its approximating finite-dimensional
system with respect to a natural approximating invariant measure has a finite limit
h; this fact was established by Sinai earlier. The authors of [62] observe that the
Gibbs measures are invariant not only under the group of time shifts {Tt }, but also
under the action of the space shifts, which commute with {Tt }. Then they show that
h estimates from below the entropy of the system in question under the action of the
group Rd+1 of space-time shifts.
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In 1985, Sinai published the work [60] devoted to the action of the group Z2 on
a sequence space. There he answered a question asked by the lecturer during by
J. Milnor’s lecture on cellular automata.

Gradually most parts of entropy theory were extended to Zd ,Rd and then to
general amenable groups. A countable amenable group G is characterized by the
existence of a sequence of finite sets Fn ⊂ G (named after Følner) such that
limn→∞ #(gFnΔFn)/#Fn = 0 for every g ∈ G. (For locally compact amenable
groups the cardinality should be replaced by the Haar measure.) Given a Følner
sequence {Fn}, one can define the entropy for an action T of G by

h(T ) := sup
ξ

lim
n→∞H(∨g∈FnTgξ),

where sup is taken over all finite measurable partitions or all partitions with finite
entropy (the limit does not depend on {Fn}).

Ornstein’s isomorphism theorem for Bernoulli shifts with equal entropy was
extended to Bernoulli actions of amenable groups by Ornstein and Weiss [34]. Much
earlier, A. Stepin showed that this theorem holds for a group if this is the case for
a subgroup. B. Kaminskiy extended the theory of invariant partitions to actions of
Zd and introduced the notion of K-action. Then he proved that K-action can be
characterized by the property of having completely positive entropy.

In parallel with old questions, such as if the entropy can be computed from a
generator (Kolmogorov–Sinai theorem), many new ones arose for general groups.
For instance, what are the information pasts for a partition with finite entropy? In
other words, what should be taken instead of {z ∈ Z : z < 0} in the definition ξ−T =
∨n<0T

nξ to keep Eq. (4) valid? For actions of amenable groupsG information pasts
were studied by B. Pitskel in 1975. Some amenable groups have no information
pasts at all. On the other hand, if, say, G = Z2, one should draw a straight line L

through the origin and take the set G− consisting of all g ∈ G lying on one side of
L, and add all g ∈ L ∩ G lying on one side of the origin. These sets G− form the
collection of information pasts for Z2.

For a number of years it could seem that the applications of entropy theory and
ergodic theory as a whole to the setting of group actions, were limited to the case of
amenable groups. But recently this class of groups was considerably extended.

In 1999, M. Gromov [14] and, in 2000, B. Weiss [65] (more explicitly) intro-
duced a new class of groups called sofic groups. A countable group is sofic if there
exists a sequence of positive integers dn and a sequence of maps σn : G → Sym(dn)

(the symmetric group on Δn := {1, . . . , dn}) such that (i) dn → ∞ as n → ∞; (ii)
for each pair of distinct g, g′ ∈ G,

#{δ ∈ Δn : σn(g)δ = σn(g
′)δ} = o(dn);

(iii) for each pair g, g′ ∈ G,

#{δ ∈ Δn : σn(gg′)δ �= σn(g)σn(g
′)δ} = o(dn).
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The sequence {σn} is called a sofic approximation of G, while properties (ii) and (iii)
mean that it is asymptotically free and asymptotically multiplicative, respectively.
All amenable and free groups are sofic. Moreover, there are no examples of
countable non-sofic groups. A few years later L. Bowen initiated development of
entropy theory for actions of these groups. Apart from him, significant contributions
were made by D. Kerr and H. Li. As these authors write, they wanted to follow
the Kolmogorov and Sinai line of research as far as possible. But, according to
Kerr, Bowen replaced “the internal information-theoretic approach of Kolmogorov
with the statistical-mechanical idea of counting external finite models”. First of
all, an alternative to the function h(T , ξ) had to be found. This was done by
different authors in different ways (with the help of sofic approximations, but
not so simple and natural as for amenable groups with the help of Følner’s
sequences). A definition of h(T ) close to the classical one is due to Kerr [20]. In
this definition h(T ) = supξ h(T , ξ), where sup is taken over finite partitions. But
the novelty is that h(T , ξ) = infα≥ξ h

′(T , ξ, α), where h′(T , ξ, α) is an entropy
type quantity depending on ξ and its finite refinement α. With this definition the
classical Kolmogorov–Sinai theorem remains true. There are many other equivalent
definitions including ones based on operator algebras, topological models and
random sofic approximations. Ornstein’s isomorphism theorem was extended by
L. Bowen to a wide class of non-amenable sofic groups. Kerr and Li [21] defined an
extension of the topological entropy and proved a variational principle (see Sect. 4).
The theory is progressing rapidly. In particular, there is Bowen’s work on actions
of sofic groupoids, based on the Rudolf-Weiss invariance theorem for the relative
entropy. However, it is unknown if there exists a countable non-sofic group.
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Mathematical Physics

Konstantin Khanin

1 Introduction

Sinai was never really far away from Mathematical Physics. Already his first papers
on Kolmogorov–Sinai entropy and on the stability of Kolmogorov’s flow in 2D
hydrodynamics (joint with L. Meshalkin, [19]) were very much in the areas which
are closely related to Mathematical Physics. However, in his first research period,
roughly in the late 1950s and the early 1960s, Sinai’s work was mostly concentrated
around Ergodic Theory and Dynamical Systems. It is fair to say that his deep
and lasting interest in Mathematical Physics started with his work on Statistical
Mechanics in the late 1960s. This period culminated in the celebrated Pirogov–
Sinai theory of phase transitions for ferromagnetic systems. After that Mathematical
Physics was always one of the main themes of Sinai’s research. In general it was
a period of very active interaction between mathematicians and physicists in the
USSR. It was especially true for Sinai. At the beginning of 1970s Sinai moved to
the Landau Institute for Theoretical Physics where he was surrounded by a stellar
group of physicists. During the Landau Institute period, Sinai made fundamental
contributions to the spectral theory of Schrödinger operators with quasi-periodic
potentials, renormalization theory for Dyson’s hierarchical models, random walks
in random environment, renormalization theory of dynamical systems. Later his
interests moved in the direction of the random Burgers equation and Navier–Stokes
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equations. Below we discuss Sinai’s contributions in all of the above directions apart
from the Navier–Stokes equations which will be discussed in [5]. We decided to
include papers on Burgers equation in the Mathematical Physics Section since this
area is closer related to Mathematical Physics and Statistical Mechanics then to the
Turbulence Theory.

And a final disclaimer. The body of Sinai’s work is huge. Below we are dis-
cussing only a selection of his work. It goes without saying that all the responsibility
for the selection lies entirely with the author of this text.

2 Statistical Mechanics

From the end of the 1960s Statistical Mechanics became one of the main direction
of Sinai’s research. The famous Seminar on Statistical Mechanics at the Moscow
State University was one of the world leading centers in the area of mathematical
Statistical Mechanics. Sinai was one of the organisers and leaders of the seminar.
Mathematical Statistical Mechanics was still a very “young” area at that time, and it
is fair to say that many new directions and ideas were discovered by the participants
of the seminar. One of the special issues of the European Physical Journal H is
dedicated to the history of the seminar [22].

One of the first contributions of Sinai to the equilibrium statistical mechanics
was a series of papers, joint with R. Minlos, on the phenomenon of the separation of
phases [20, 21]. The main result, which is often cited as the “droplet theorem”,
provides a description of the structure of typical configuration of a spin system
in + phase which conditioned to have a large component of negative spins. It
was proved that at low temperatures the system will have two domains, with a
prevalence respectively of positive and negative spins, moreover these two domains
are separated by one large contour of approximately square shape. Note that in the
late 1980s and the early 1990s, R. Dobrushin, R. Kotecky, and S. Shlosman obtained
more precise information on the shape of a droplet [7].

A sophisticated technique developed in [20, 21] is based on analysis of the
statistics of contours. It was much further developed in the so-called Pirogov–
Sinai theory of phase transitions. This theory, developed by Sinai and his student
S. Pirogov, is an outstanding achievement, providing, in a certain sense, a final
solution to the problem of the phase transitions at low temperatures. The main result
can be formulated in the following way. Consider a statistical mechanics system on
the lattice Zd , d ≥ 2 with a translation-invariant Hamiltonian H0, and spin variable
taking a finite number of values. Assume that the system has a finite number k

of periodic ground states, that is spatially periodic spin configurations minimising
the Hamiltonian H0. We also assume that this k ground states satisfy certain non-
degeneracy requirement, called Peierls stability condition. This condition is always
easy to check in concrete models. The classical example is provided by the Ising
model where one has two ground states where all the spin variables take the same
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value +1 or −1 respectively. Consider now a (k − 1)-parameter family of periodic
Hamiltonians

Hμ = H0 + μ1H1 + · · · + μk−1Hk−1,

which resolves the degeneracy of the ground states. Namely, any subset of the
set of k ground states can be realised as a set of ground states for some μ =
(μ1, . . . , μk−1) from a ball |μ| ≤ ε for ε small enough. Then for small enough
temperatures locally in a parameter μ one has a full stratification of the set of pure
phases, that is ergodic Gibbs states. In other words, there exists a parameter value
μ(β) for which the system has exactly k pure phases, corresponding to all k ground
states. Then there are k curves γi, 1 ≤ i ≤ k originated from the point μ(β) such
that on each curve one has k − 1 pure phases. The numeration corresponds to the
ground states. Namely, the curve γi has pure phases corresponding to all ground
states except the ith one. Every two curves γi and γj are connected by a smooth two-
dimensional surfaces γi,j such that for μ ∈ γi,j the number of pure phases is k − 2,
and they correspond to all ground states except the ith and the j th. And so on, this
stratification continues further until all k − 2 dimensional surfaces with exactly two
pure phases are constructed. Everywhere else outside of the constructed manifolds a
pure phase is unique. This stratification depends on the parameter β which is called
inverse temperature which must be large enough. One can say that a μ-dependent
linear structure of ground states at zero temperature (β = +∞) survives for small
positive temperatures and translates into the structure of pure phases. However, the
dependence on the parameter μ is not linear anymore. The main technical tool
in Pirogov–Sinai theory is based on the method of contour expansions developed
by the authors. Counter expansions can be viewed as a far reaching extension of
the Peierls approach to the problem of phase transition in Ising model. Note that
later, in the 1980s, the Pirogov–Sinai theory was extended by R. Dobrushin and M.
Zahradnik to systems with continuous spin variables.

Another important series of papers of Sinai is dedicated to the renormalization
group theory. The ideas of scaling invariance which originated in quantum field
theory started to play exceptionally important role in statistical physics starting
from the 1960s. One should mention here M. Fisher, L. Kadanof, K. Wilson,
A. Patashinski, V. Pokrovsky, A. Polyakov, A. Migdal and many others. Renor-
malization group method became one of the main tools in the studies of critical
phenomena. The success of renormalization theory culminated with the 1982 Nobel
prize for K. Wilson for his contributions and development of the ε-expansion
method. At the same time the rigorous mathematical explanations of the scaling
invariance and conformal invariance is still an extremely important but very difficult
and challenging problem. Sinai jointly with P. Bleher have developed a complete
mathematical theory of the renormalization behaviour for the so-called Dyson
hierarchical model [3, 4]. Although statistical mechanics systems provided by the
hierarchical models are rather simplistic, their renormalization behaviour is highly
nontrivial, and a development of the mathematically rigorous theory was a great
achievement. I should add that the 2010 Fields Medal was awarded to S. Smirnov
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for the proof of conformal invariance for several 2D statistical mechanics systems
at the critical point.

3 Spectral Theory of Schrödinger Operators

Another important area of Sinai’s research starting from the 1970s was connected
with the study of spectral properties of one-dimensional Schrödinger operators
with quasi-periodic potentials. Two papers of Sinai in this direction were very
influential and played an important, perhaps crucial, role in the development of the
subject. In the first paper [6], joint with E. Dinaburg, the authors managed to prove
existence of a postive measure component of continuous spectrum in the case of
small coupling constants, that is, for small quasi-periodic potentials. In the second
paper [24], written somewhat 10 years later, Sinai considered the opposite case
of large coupling constants and proved the existence of the pure point spectrum
with exponentially localized eigenfunctions. This result demonstrates that for large
quasi-periodic potentials one has Anderson localization and the spectral behaviour
is similar to the case of random potentials. Although the authors in [6] consider the

Schrödinger operators − d2

dx2ψ + V (x)ψ in continuous setting, below we present
results in an equivalent discrete case:

(H
α,λ
θ ψ)n = −ψn+1 − ψn−1 + λV (θ + nα)ψn.

The operator Hα,λ
θ acts as a self-adjoint operator in the Hilbert space l2(Z). It is

assumed that the potential V (x) is a smooth (analytic) function on the unit circle S1.
The main (and most studied) example is provided by the potential V (x) = cos 2πx.
In the case of rational α = p/q , the operator is periodic. It is well known that in this
case the spectrum is absolutely continuous and has a so-called zone structure. The
results here go back to the classical papers by F. Bloch and G. Floquet. Dinaburg
and Sinai proved that in the case of irrational Diophantine α, there exists a set of
positive Lebesgue measure of energies E corresponding to Bloch eigenfunctions of
the form ψα,E(n) = aα,E(nα)e

ik(α,E)n, provided the coupling constant λ is small.
These eigenfunctions satisfy the relation H

α,λ
θ ψα,E = Eψα,E . It follows that in the

case of small λ the spectrum of the operator Hα,λ
θ contains an absolutely continuous

component. The most important feature of the paper is the application of the KAM
techniques. They are used to deal with that main difficulty of the problem related to
the so-called small divisors. To illustrate how KAM theory appears in the spectral
problem for the Schrödinger operator, consider an eigenfunction equation

(H
α,λ
θ ψ)n = −ψn+1 − ψn−1 + λV (θ + nα)ψn = Eψn.
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Then we have

(
ψn+1

ψn

)

=
(
λV (θ + nα) − E −1

1 0

)(
ψn

ψn−1

)

.

Using a notation

SE(θ) =
(
λV (θ)− E −1

1 0

)

∈ SL(2,R)

we obtain

(
ψn

ψn−1

)

= SE(θ + (n− 1)α) . . . SE(θ + α)SE(θ)

(
ψ0

ψ−1

)

.

The resulting object is called the Schrödinger cocycle. The main question here
is to study asymptotic properties of the products of the values of a smooth matrix-
valued function SE(θ) along a trajectory of the rotation of the unit circle by an angle
α. It is convenient to think that there exists a bundle over the unit circle with each
fiber being the two-dimensional plane R2. Then a matrix SE(θ) can be viewed as a
linear operator acting from R2 over a point θ into R2 over a point θ + α (mod 1).
If we make a coordinate change in every fibre given by a smooth matrix-valued
function B(θ), then the original cocycle in new coordinates will have the following
form:

S̄E(θ) = B−1(θ + α)SE(θ)B(θ).

The situation will be especially simple if the resulting cocycle is a constant one,
i.e., it does not depend on θ . Cocycles which can be reduced to a constant cocycle,
are called reducible. The main statement of the Dinaburg–Sinai theorem is that in
the case of small coupling constants the Schrödinger cocycle is reducible for a
set of energies E of a positive Lebesgue measure. Later H. Eliasson showed that
in the case of small coupling constants, Schrödinger cocycles are linearizable for
Lebesgue almost all E which implies that in this case the spectrum is pure absolutely
continuous.

In the opposite case of large coupling constants, the spectrum is pure point. To
prove this statement, one has to construct a basis in l2(Z) which consists of eigen-
functions for the operator Hα,λ

θ . This was done by Sinai [24] and independently
by J. Fröhlich, T. Spencer, and P. Wittwer [10] for a slightly more special class of
potentials. Sinai proved that for Diophantine α and typical θ , the spectrum is pure
point provided the coupling constant λ is large. Moreover the eigenfunctions decay
exponentially fast, i.e., the phenomenon of Anderson localization holds. In terms of
a Schrödinger cocycle the case of large λ corresponds to the hyperbolic behaviour
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with one positive and one negative Lyapunov exponents. It follows that there exists
a unique unit stable vector

(
ψ0

ψ−1

)

such that

SnE(θ)

(
ψ0

ψ−1

)

→ 0

exponentially fast as n → ∞. Here SnE(θ) = SE(θ + (n−1)α) . . . SE(θ+α)SE(θ).
Also there exists a unique unit unstable vector which contracts backward in time:

(
SnE(θ − nα)

)−1
(
ψ̄0

ψ̄−1

)

→ 0

exponentially fast as n → ∞. The eigenvalues are such values of E for which both
vectors coincide:

(
ψ0

ψ−1

)

=
(
ψ̄0

ψ̄−1

)

The proof of the existence of such values of E and of the fact that the corresponding
eigenfunctions form a basis in l2(Z), is the main achievement of the Sinai paper. It
should be mentioned that Sinai does not use the cocycle representation in his paper.
The proof, in fact, is based on a difficult analysis of the resonances appearing in the
problem. As Sinai put it in one of his comments: “Localisation is due to interplay
between resonances”. The two papers by Sinai which we discussed above laid the
foundations for a huge research area which was very actively studied in the last
30 years. Important contributions were made by A. Avila, J. Avron, J. Bellissard,
J. Bourgain, D. Damanik, H. Eliasson, J. Fröhlich, M. Goldstein, M. Herman,
S. Jitomirskaya, R. Krikorian, Y. Last, J. Puig, W. Schlag, B. Simon, and T. Spencer.

Note that the results of Sinai have a perturbative character. In other words, they
are related to asymptotic regimes corresponding to either small or large values of the
coupling constant λ. In the last years a large progress was made in studying spectral
properties for all values of the coupling constant. In particular, now one has a full
description of the transition from the absolute continuous spectrum to the pure point
one for the almost Mathieu operator with potential V (x) = cos 2πx. It turns out that
in this case, the spectrum is absolutely continuous for all λ ∈ [0, 2) for all values of
α, θ . For λ = 2 the spectrum is almost surely continuous and singular. “Almost
surely” means that for any irrational α, one cannot exclude the existence of an
l2(Z) eigenfunction for an at most countable exceptional set of θ . Conjecturally such
exceptional valued do not exist, but at present it is an open problem. For λ > 2, the
spectrum is almost surely pure point. It is known that the exceptional values of α, θ
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exist but they form a set of zero measure. A big contribution to the non-perturbative
results formulated above is due to former Sinai’s student S. Jitomirskaya. Finally,
I should mention the results of A. Avila who developed a global non-perturbative
theory for general analytic potentials. These results formed a very significant part of
the body of work for which Avila was awarded the Fields Medal in 2014.

4 Random Walks in Random Environment

In 1982, Sinai published two papers on random walks in random environment. In the
first of these papers [23] he considered a one-dimensional random walk on a lattice
Z

1. In a simplest case when a particle can only jump to one of its neighbors, the
random environment is completely determined by a sequence of random variables
0 ≤ p(x) ≤ 1 which represents the probability of a particle at point x ∈ Z

1 to jump
right to a neighboring point x+1. Then the probability to jump left to x−1 is given
by 1 − p(x). It is assumed that {p(x), x ∈ Z

1} form an independent identically
distributed (iid) sequence of random variables. It is also assumed that the situation
is non-degenerate (elliptic), that is, the probability distribution for p(x) is bounded
away from 0 and 1. Such random walks in random environment were first considered
by M. Kozlov and F. Solomon in the early 1970s. Later H. Kesten, M. Kozlov, and
F. Spitzer [15] proved that the random walk is recurrent almost surely with respect
to the environment if and only if E logp(x)/q(x) = 0. However, it was not known
how the random walk really behaves in this case. In 1982 Sinai solved this problem
and discovered a new important phenomenon of anomalous diffusion, which is in
our days called Sinai’s random walk. To describe Sinai’s result in more details let
us assume that p(x) = 1/2 + εξ(x), q(x) = 1/2 − εξ(x), where {ξ(x), x ∈ Z

1}
is an iid sequence of random variables with compact support and zero mean value.
Then the non-degeneracy condition is satisfied for ε small enough. Assume also
that the distribution for ξ is even, which guarantees that the recurrence condition
holds. For ε = 0 the environment is non-random, and we have the usual simple
random walk with diffusive behavior. Namely, x(n) ∼ √

n, where x(n) is a position
of random walk at time n, and the probability distribution for x(n)/

√
n converges

to the normal (Gaussian) distribution N(0, 1) asymptotically as n → ∞. It turns
out that for any ε > 0 the behavior of the walk is completely different. Remarkably,
Sinai proved that for an arbitrary small ε, one has x(n) ∼ log2 n. Moreover, for large
values of n, the rescaled position of a random walk x(n)/ log2 n is located in a small
neighborhood of some random point mn which depends on the realization of the
environment {ξ(x), x ∈ Z

1}. Sinai also proved that the probability distribution for
mn as a function of the random environment, has a limit as n → ∞. Such seemingly
strange behavior of a random walk can be explained by the fluctuation mechanism.
Namely, due to the fluctuations of the environment, there are special places on the
lattice Z

1 which trap a random walk for a long time. These traps can be viewed as
certain potential wells. They are characterized by their depth, or, in other words, by
the time required to escape from the trap. The random walk sits in the trap for a
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long time and waits for a fluctuation which will allow it to escape. After that the
random walk relatively quickly reaches another, even deeper, trap which requires
even longer escape time. One can say even more. In fact, a random walk is localised
inside the trap. As shown by Sinai’s student A. Golosov [12], a random walk
asymptotically has a limiting distribution inside the trap. We should also mention
several generalizations of Sinai’s random walks. One can consider a situation when
the random walk can jump, not only to the neighboring positions, but also further
away. Interesting results in this direction were obtained in the last 15 years by
E. Bolthausen, D. Dolgopyat, and I. Goldsheid. One can also consider random walks
in random environment in higher dimensions. The trapping mechanism discovered
by Sinai is essentially one-dimensional. In dimension 3 and above for small ε the
random walk will have diffusive behavior. A possibility of anomalous diffusion
for large values of ε is an open problem. In dimension 2 it is expected that the
diffusion will slow down, but only by a logarithmic factor. It is also expected that
the probability distribution for a properly normalized random walk converges to the
Gaussian law, however at present there are no rigorous results in this case.

Another important paper by Sinai on random walks in random environment, joint
with V. Anshelevich and K. Khanin, deals with the case of the so-called symmetric
random walks. In this case, the probability to jump along a certain edge of the lattice
Zd is random, but it depends only on the edge but not on the direction of a jump [1].
It is more convenient to consider random walks with continuous time. Then the
environment is given by a collection of positive iid random variables η(e) labeled
by the edges e of the lattice Zd . These random variables are viewed as rates of
jumps along a particular edge. Again, one should also assume that the probability
distribution for this random variables η(e) is bounded away from 0. In this case,
due to the symmetry condition, the traps are not possible, and the behavior of
random walk is diffusive. Moreover there exists an effective non-random covariance
matrix. Contrary to the previous case, the result about diffusive behavior holds in
any dimension.

Closely related problems were actively studied starting from the late 1970s in the
context of the averaging theory for parabolic operators with random coefficients—
so-called homogenisation problem. The main results in this direction were obtained
by V. Zhikov, S. Kozlov, O. Oleinik, and G. Papanicolaou, S. Varadhan. The main
achievement of the approach developed in Sinai’s paper compare to other results
on homogenisation is connected with a possibility to control the effective diffusion.
The paper [1] not only proves self-averaging and the existence of diffusive behavior,
but also provides a convergent power series for the effective covariance matrix.

5 Renormalization Methods in Dynamical Systems

We have already discussed Sinai’s work on renormalization for Dyson hierarchical
model. The renormalization ideology became a really important tool in Sinai’s
approaches to different problems. He applied it even to the problem of singularities
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for the 3D Navier–Stokes equations (see [5]). Here we discuss Sinai’s results related
to renormalization in dynamics. Starting from the late 1970s, the renormalization
ideas made their way into the theory of dynamical systems. It all started with a work
of M. Feigenbaum on the universal mechanism of transition to chaos through the
infinite sequences of the period-doubling bifurcations. Very soon renormalization
became one of the most important and powerful tools in asymptotic analysis of
dynamical systems. In 1984 Sinai in a joint paper with E. Vul and K. Khanin [27]
developed the thermodynamic formalism describing universal metrical properties of
the Feigenbaum attractor. This was an important paper for the development of the
mathematical theory. Note that the Feigenbaum attractor in a modern terminology
is a multifractal object. In this context [27] can be considered as the first example of
the so-called multifractal formalism.

Another series of papers where renormalization ideas played a very important
role is related to the problem of linearization of nonlinear circle diffeomorphisms.
In 1961, V. Arnold [2] in a framework of the KAM theory, proved a local theorem
on the analytic linearization of analytic circle diffeomorphisms close to the linear
ones under condition that their rotation numbers are typical in the Diophantine
sense. M. Herman developed a global theory and proved that for typical rotation
numbers the conjugacy is smooth for C3-smooth diffeomorphisms [13]. In 1987,
Sinai and K. Khanin [18] suggested a new approach to the Herman theory based
on the renormalization ideas. Using the new approach they proved smoothness of
linearization for C2+ε-smooth diffeomorphisms. It is important to mention that this
result is essentially sharp. Indeed for C2-diffeomorphisms with typical rotation
numbers the linearization is singular in general. In a couple of years in another
joint paper [26] Sinai and K. Khanin proved much stronger result. Assume that T
is a C2+ε-smooth diffeomorphism for ε > 0. Also assume that T has an irrational
rotation number ρ which belongs to the Diophantine class Dδ . Namely, there exists
a constant c(ρ) > 0 such that for all p, q ∈ Z, q �= 0 the following inequality holds:
|ρq − p| ≥ c(ρ)q−1−δ. Then the conjugacy with the linear rotation by the angle ρ

is C1+ε−δ smooth, provided ε > δ. A simpler proof of this result was given recently
by K. Khanin and A. Teplinsky [16]. Note that also at the end of 1980s another
approach to the Herman theory was developed independently by Y. Katnelson and
D. Ornstein [14].

Concluding our brief discussion of Sinai’s work in the area of dynamical
renormalization, let us mention two more papers by Sinai. In the first one, joint
with K. Khanin, the renormalization was applied to the construction of the KAM
invariant curves for area-preserving cylinder maps similar to the Standard map [17].

In the second paper (joint with A. Golberg and K. Khanin) a new phenomenon of
complex universality was discovered numerically [11]. The complex universality
is a generalization of the Feigenbaum universality. It concerns with universal
asymptotic properties of sequences of bifurcations for families of holomorphic
maps. It is interesting that the development of a mathematical theory for complex
universality is still an open problem.
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6 Random Burgers Equation

Sinai always followed with great interest the developments in mathematical hydro-
dynamics. Of course, that is not surprising for a student of A. Kolmogorov. We have
already mentioned his early work (joint with L. Meshalikin) on the linear stability
of the so-called Kolmogorov flow [19]. Then it was a long break until the end of
the 1980s and the beginning of 1990s, when Sinai started to work on problems
related to the random Burgers equation. As we already explained above, we decided
to include the work in this direction in the Mathematical Physics chapter since the
random Burgers equation and closely related Kardar–Parisi–Zhang (KPZ) equation
in our days are more popular in the Mathematical Physics community.

The Burgers equation was initially suggested by J. Burgers as a model nonlinear
equation of the hydrodynamics type:

ut + (u · ∇)u = vΔu+ f (x, t),

where ν > 0 is the viscosity, and f (t, x) is an external force applied to the system.
The main difference with the Navier–Stokes equation is the absence of the pressure
term which is responsible for the incompressibility condition. Hence the Burgers
equation correspond to compressible flows. Sometimes people studying the Burgers
equation even speak about turbulence without pressure. Another name which is used
increasingly often is Burgulence. Despite the fact that the dynamics described by
the Burgers equation has very little in common with “real” hydrodynamics, there is
huge interest in the Burgers equation, and its importance is related to its numerous
applications in non-equilibrium statistical mechanics and mathematical physics. The
examples of such applications are provided by cosmological models of large scale
structures in the universe which goes back to the original approach by Ya. Zeldovich,
dynamics of interfaces which is described by the KPZ equation, and many others.
The disordered situation when a random element is present in the system, is the
most interesting case in this area. Usually the two cases of disordered input are
considered. The first one corresponds to the random initial conditions (so-called
decaying turbulence). The second setting is provided by systems with the random
external force. In both settings the most interesting case is the inviscid Burgers
equation when the shock waves (or, simply, shocks) are formed. The shocks are
evolving in time and merge with each other which create a physical mechanism for
the dissipation of energy even in the case of zero viscosity.

Initially Sinai’s interest in the Burgers equation was inspired by his interaction
with U. Frisch and with V. Yahot. He wrote several important papers on the random
Burgers equation in both the setting of the random initial conditions and the random
forcing setting. In the first paper dedicated to the one-dimensional inviscid Burgers
equation, Sinai studied the case when the initial condition is given by a realization
of the Wiener process [25]. The main result of the paper is a very precise description
of the structure of shocks. In one-dimensional case, shocks are located at isolated
points. The set of these points has a very complicated structure. Sinai proved that
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for an arbitrary small t , the shocks form a set of the Hausdorff dimension 1/2.
This important result generated a lot of activity in studying models with different
statistical assumptions on the initial conditions.

The second direction of Sinai’s work is related to the Burgers equation with a
random external force f ω(x, t). Since the random force is pumping energy into the
system, which compensates the dissipation due to the merging of shocks, one can
expect a stationary statistical behavior in this case. In a very influential physical
paper A. Polyakov suggested to apply the methods of Quantum Field Theory to
the problem of Burgulence. The theory developed by Polyakov predicted certain
scaling behavior in the stationary regime. In particular, he studied the probability
distribution for a random variable ξ = ux(x, t) which represent the gradient of the
velocity field. In the stationary regime, the probability law for ξ is given by a density
p(ξ) which is obviously not universal and depends on the statistical properties of
the forcing f ω(x, t). At the same time, it is natural to expect that the asymptotic
behavior of p(ξ), namely the tails as ξ → ±∞, are universal. It is easy to see
that the tails are asymmetric. Indeed, large positive values of ξ have an extremely
small probability. It is possible to show that − logp(ξ) ∼ ξ3 as ξ → +∞. On the
other hand, the negative tail of p(ξ) as ξ → −∞ should behave as |ξ |α for some α
negative. Polyakov’s theory predicted the value of α = −5/2. This prediction was
disproved in Sinai’s papers, joint with Weinan E, K. Khanin, and A. Mazel [8, 9].
The main result of [9] is the development of the theory of stationary solutions in the
one-dimensional case. The random Burgers equation is closely related to the theory
of random Lagrangian systems. It turns out that for such Lagrangian systems and for
any value of the average drift almost surely, there exists a unique global minimizer.
Moreover, this minimizer is a hyperbolic orbit of the random Lagrangian flow with
one stable and one unstable direction. One can show that for any given time t the
unique global solution uω(x, t) corresponds to the unstable manifold of the global
minimizer. It follows that the stationary solution is piecewise smooth, and, hence, at
any given time, the number of shocks is finite. Using this conclusion one can show
that the main contribution to the probability of large negative values of ξ comes from
the pre-shock points, i.e., such space-time locations where new shocks are created.
The contribution of such preshock points is easy to estimate which gives the right
value of α = −7/2. The papers [8, 9] were important for the development of this
research area. Later the results were extended to the multi-dimensional setting in the
papers by R. Iturriaga, K. Khanin and by K. Khanin, K. Zhang. Very interesting and
important is the problem of stationary solutions to the random Burgers equation in
the non-compact (non-periodic) case. The first results in this direction were obtained
recently by Yu. Bakhtin, E. Cator, and K. Khanin. Note that this problem is closely
related to the problem of KPZ universality which was extremely actively studied in
the last 10 years.
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Sinai’s Work on Markov Partitions
and SRB Measures

Yakov Pesin

Abstract Some principal contributions of Ya. Sinai to hyperbolic theory of dynam-
ical systems, focusing mainly on constructions of Markov partitions and of Sinai–
Ruelle–Bowen measures, are discussed. Some further developments in these direc-
tions stemming from Sinai’s work, are described.

1 Introduction

In this article I discuss some of the many principal contributions of Ya. Sinai to
the hyperbolic theory of smooth dynamical systems. I focus on two related topics:
(1) Markov partitions and (2) Sinai–Ruelle–Bowen (SRB) measures. Dynamical
systems that admit Markov partitions with finite or countable number of partition
elements allow symbolic representations by topological Markov shifts with finite
or respectively countable alphabet. As a result these systems exhibit high level of
chaotic behavior of trajectories. SRB-measures serve as natural invariant measures
with rich collection of ergodic properties. Various constructions of Markov parti-
tions as well as of SRB-measures represent an important and still quite active area
of research in dynamics that utilizes Sinai’s original ideas and develops them further
to cover many other classes of dynamical systems. Therefore, along with describing
results by Ya. Sinai, I briefly survey some of the latest developments in this area.

I stress that hyperbolic theory of dynamical systems provides a rigorous math-
ematical foundation for studying models in science that exhibit chaotic motions.
For reader’s convenience, I begin with an informal discussion of the role that the
hyperbolic theory plays in studying various chaotic phenomena.
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1.1 From Scientific Determinism to Deterministic Chaos

In the nineteenth century the prevailing view in dynamics was causal or scientific
determinism best expressed by Laplace as follows:

We may regard the present state of the universe as the effect of its past and the cause of
its future. An intellect which at a certain moment would know all forces that set nature in
motion, and all positions of all items of which nature is composed, if this intellect were
also vast enough to submit these data to analysis, it would embrace in a single formula the
movements of the greatest bodies of the universe and those of the tiniest atom; for such an
intellect nothing would be uncertain and the future just like the past would be present before
its eyes.

It took about a century to shake up this view with the discovery by Poincaré—in
his work on the three-body problem—of the existence of homoclinic tangles formed
by intersections of stable and unstable separatrices of a hyperbolic fixed point.

Poincaré wrote:

When we try to represent the figure formed by these two curves and their infinitely many
intersections. . . one must be struck by the complexity of this shape, which I do not even
attempt to illustrate. Nothing can give us a better idea of the complication of the three-body
problem, and in general of all problems of dynamics for which there is no uniform integral.

In 1963, in his talk at the International Conference on Nonlinear Oscillations
(Kiev, Ukraine), Smale [66] made the crucial observation that the homoclinic tangle
contains a horseshoe, i.e., a fractal set that is locally the product of two Cantor sets.
One obtains this set by taking the closure of the set of intersections of stable and
unstable separatrices near the fixed point. The horseshoe provided the first example
of a differential map with infinitely many hyperbolic periodic points.

Smale’s discovery was an important step in shaping up a new area of research
in dynamical systems—the hyperbolicity theory—that studies relations between
chaotic motions, instability of trajectories and fractal structure of invariant sets.
The foundation of this new area was built in the 1960s–1970s in seminal works of
Anosov, Sinai, and Smale, see [5, 6, 59–62, 66, 67]. I would like also to emphasize
an important role for the development of the theory of dynamical systems that was
played during this time by two Moscow seminars, one run by Alekseev and Sinai1

and another one by Anosov and Katok (see [19, 37, 38]) as well as by Smale’s school
at Berkeley.

The current view on dynamics draws a much richer picture allowing a variety
of motions ranging from regular to intermittently chaotic to all-time chaotic. More-
over, a dynamical system, which is typical in a sense, should possess an invariant
fractal set of complicated self-similar geometric structure, and the trajectories that
start on or in a vicinity of this set are unstable (hyperbolic). The combination of
fractality of the set and instability of trajectories causes these trajectories to behave
unpredictably; such a chaotic behavior can persist all the time or can be intermittent.

1After Alekseev’s untimely death in 1980, the seminar was run by Sinai only.
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Furthermore, one should typically expect to have infinitely many such fractal
sets, which are mixed together in one invariant multi-fractal set. These fractal sets
can occupy either the whole phase space, or a part of it, in which case the dynamics
on its complement can be quite regular—the highly non-trivial phenomenon known
as the essential coexistence, see [25, 26, 35] for a detailed description of the
phenomenon and recent examples of systems with discrete and continuous time that
exhibit it.

To describe the phenomenon of the appearance of “chaotic” motions in purely
deterministic dynamical systems, one uses the controversial but expressive term
deterministic chaos.2 Its crucial feature is that the chaotic behavior is not caused by
an external random force such as white noise, but by the system itself. The source
of the deterministic chaotic behavior is instability along typical trajectories of the
system, which drives orbits apart. On the other hand, compactness of the phase space
forces them back together; the consequent unending dispersal and return of nearby
trajectories is one of the hallmarks of chaos.

After Poincaré, the fact that instability can cause some complicated chaotic
behavior was further observed and advanced in works of Birkhoff, Hadamard, Hopf,
and Morse. Many years later some systems with chaotic behavior were found and
studied numerically by Lorenz, Chirikov, Ford, Zaslavsky, etc. I refer the reader to
Sinai’s articles [63–65] for a more detailed discussion of the chaos theory, its earlier
development and relations between chaotic behavior and instability of trajectories
as well as for relevant references. In these papers Sinai also demonstrates how ideas
and methods of statistical physics can be used to explain various chaotic phenomena
in dynamics.

1.2 Markov Partitions and Symbolic Representations
of Chaotic Dynamics

To explain what it means for deterministic trajectories to exhibit chaotic behavior,
consider a map f acting on a phase space M and a point x ∈ M . Let us divide the
phase space into two parts A and B. Given an orbit {f n(x)}, we write 0 if f n(x)

lies in A and 1 otherwise. This way we obtain a coding of every trajectory by a
two-sided infinite sequence of symbols 0 and 1 that is

x → ω = {. . . , ω−2, ω−1, ω0, ω1, ω2, . . . }, where ωi = 0 or 1.

The principal question is:
Given a symbolic sequence of 0 and 1, can we find a point x whose trajectory is

coded by this sequence?

2This term was first used in works of Chirikov, Ford and Yorke.
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If so, starting with a random symbolic sequence that is obtained, for example, by
flipping a dime, one gets a random orbit of the system whose location in either A
or B can only be predicted with a certain probability.

Another way to look at this is to say that the system under consideration is
modeled by (or equivalent to) the classical Bernoulli process in probability theory.

Smale’s horseshoe is a classical example which allows the above coding and
hence, a symbolic representation by the full shift on 2 symbols. In many “practical”
situations however, one may need more sophisticated partitions of the phase space
called Markov partitions (the term coined by Sinai). In general, elements of Markov
partitions may have very complicated fractal structure. These partitions allow one
to model the systems by more general Markov (not necessarily Bernoulli) processes
with finite or even countable set of states. From the probability theory point of view
such processes are chaotic in the strongest possible sense.

The first construction of Markov partitions was obtained by Adler and Weiss [1]
in the particular case of hyperbolic automorphisms of the 2-torus (see also Berg,
[12] whose work is independent of [1]). As a crucial corollary they observed that
the map allowed a symbolic representation by a subshift of finite type and that this
can be used to study its ergodic properties.

Sinai’s groundbreaking contribution was to realize that existence of Markov
partitions is a rather general phenomenon and in [59] he designed a method
of successive approximations to construct Markov partitions for general Anosov
diffeomorphisms (see Sect. 3 below for more details). Furthermore, in [62] Sinai
showed how Markov partitions can be used to study ergodic properties of hyperbolic
dynamical systems and he was also the first to observe the analogy between the
symbolic models of Anosov diffeomorphisms and lattice gas models in physics—
the starting point in developing the thermodynamic formalism.

Using a different approach, Bowen constructed Markov partitions with finitely
many elements for Axiom A diffeomorphisms, see [15]. The construction for
hyperbolic flows was carried out independently by Bowen [16] and Ratner [54] (see
also [15, 17]). Recently, Sarig [57] constructed Markov partitions with a countable
number of elements for surface diffeomorphisms with positive topological entropy.
Symbolic dynamics associated with hyperbolic systems was also studied by Alek-
seev [2].

Aside from smooth dynamical systems, Markov partitions with countable num-
ber of partition elements were constructed for a particular class of hyperbolic
billiards by Bunimovich and Sinai [20] and by Bunimovich, Sinai, and Chernov
[21] (see also the article by Szasz [68]).

1.3 Entropy

Introduced by Kolmogorov and Sinai, the metric entropy is one of the most impor-
tant invariants of dynamics, and this manifests itself in the famous isomorphism
problem. Given a transformation T : X → X preserving a measure μ, we say that
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(T , μ) is a Bernoulli automorphism if it is metrically isomorphic to the Bernoulli
shift (σ, κ) associated to some Lebesgue space (Y, ν), so that ν is metrically
isomorphic to Lebesgue measure on an interval together with at most countably
many atoms and κ is given as the direct product of Z copies of ν on YZ. Bernoulli
systems exhibit the highest level of chaotic behavior and entropy is a complete
invariant that distinguishes one Bernoulli map from another. This statement is
known as the isomorphism problem for Bernoulli systems. I refer the reader to
the article by Gurevich [32] for a more detailed discussion of this problem, its
history, and relevant references, but I would like to emphasize the important role of
Sinai’s work on weak isomorphism [58] that laid the ground for the famous Ornstein
solution of the isomorphism problem for Bernoulli systems, [46, 47].

Since in this paper we are mostly interested in smooth hyperbolic dynamical
systems, we will present a formula for the entropy of these systems with respect to
smooth or SRB measures. This formula connects the entropy with the Lyapunov
exponents (see Theorem 3 below); the latter are asymptotic characteristics of
instability of trajectories of the system. We will also discuss the Bernoulli property;
establishing it for smooth hyperbolic systems is based on verifying Ornstein’s
criterium for Bernoullicity.

1.4 Hyperbolicity

Intuitively, hyperbolicity means that the behavior of orbits that start in a small
neighborhood of a given one resembles that of the orbits in a small neighborhood of
a hyperbolic fixed point. In other words, the tangent space along the orbit {f n(x)}
should admit an invariant splitting

Tf n(x)M = Es(f n(x))⊕ Eu(f n(x)) (1)

into the stable subspace Es along which the differential of the system contracts and
the unstable subspace Eu along which the differential of the system expands.

One should distinguish between two types of hyperbolicity: uniform and nonuni-
form. In the former case every trajectory is hyperbolic and the contraction and
expansion rates are uniform in x. More generally, one can consider a compact
invariant subset Λ ⊂ M and require that f acts uniformly hyperbolic on Λ. Such
a set Λ is called uniformly hyperbolic. In the case of nonuniform hyperbolicity the
set of hyperbolic trajectories has positive (in particular, full) measure with respect
to an invariant measure and the contraction and expansion rates depend on x. Thus,
nonuniform hyperbolicity is a property of the system as well as of its invariant
measure (called hyperbolic).

One can extend the notion of hyperbolicity by replacing the splitting (1) along
the orbit {f n(x)} with the splitting

Tf n(x)M = Es(f n(x))⊕ Ec(f n(x))⊕ Eu(f n(x)) (2)
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into the stable Es , unstable Eu and central Ec subspaces with the rates of
contraction and/or expansion along the central subspace being slower than the
corresponding rates along the stable and unstable subspaces. This is the case of
partial hyperbolicity.

2 An Overview of Hyperbolicity Theory

In this section I formally introduce three major types of hyperbolicity and briefly
discuss some of their basic properties.

2.1 Uniform Hyperbolicity

It originated in the work of Anosov and Sinai [5, 6]; see also the book [39] for the
state of the art exposition of the uniform hyperbolicity theory.

A diffeomorphism f of a compact Riemannian manifold M is called uniformly
hyperbolic or Anosov if for each x ∈ M there is a continuous df -invariant
decomposition of the tangent space TxM = Es(x) ⊕ Eu(x) and constants c > 0,
λ ∈ (0, 1) such that for each x ∈ M:

1. ‖dxf nv‖ ≤ cλn‖v‖ for v ∈ Es(x) and n ≥ 0;
2. ‖dxf−nv‖ ≤ cλn‖v‖ for v ∈ Eu(x) and n ≥ 0.

The distributions Es and Eu are called stable and unstable, respectively. One can
show that they depend Hölder continuously in x. Clearly, the angle between stable
and unstable subspaces is bounded away from zero in x.

Using the classical Hadamard–Perron theorem, for each x ∈ M one can construct
a local stable manifold V s(x) and a local unstable manifold V u(x) such that

(L1) x ∈ V s,u(x) and TxV
s,u(x) = Es,u(x);

(L2) f (V s(x)) ⊂ V s(f (x)) and f−1(V u(x)) ⊂ V u(f−1(x)).

Furthermore, define the global stable manifold Ws(x) and the global unstable
manifold Wu(x) by

Ws(x) =
⋃

n≥0

f−n(V s(f n(x))), Wu(x) =
⋃

n≥0

f n(V u(f−n(x))).

These sets have the following properties:

(G1) they are smooth submanifolds;
(G2) they are invariant under f , that is, f (Ws,u(x)) = Ws,u(f (x));



Sinai’s Work on Markov Partitions and SRB Measures 263

(G3) they are characterized as follows:

Ws(x) = {y ∈ M : d(f n(y), f n(x)) → 0, n → ∞},
Wu(x) = {y ∈ M : d(f n(y), f n(x)) → 0, n → −∞};

(G4) they integrate the stable and unstable distributions, that is, Eu,s(x) =
TxW

u,s(x).

It follows that Ws(x) and Wu(x) form two uniformly transverse f -invariant
continuous stable and unstable foliations Ws and Wu with smooth leaves. In
general, the leaves of these foliations depend only continuously on x.3

Any sufficiently small perturbation in the C1 topology of an Anosov diffeomor-
phism is again an Anosov diffeomorphism. Hence, Anosov diffeomorphisms form
an open set in the space of C1 diffeomorphisms of M .

There are very few particular examples of Anosov diffeomorphisms, namely

1. A linear hyperbolic automorphism of the n-torus given by an n× n-matrix A =
(aij ) whose entries aij are integers, detA = 1 or −1, and all eigenvalues |λ| �= 1;

2. The Smale automorphism of a compact factor of some nilpotent Lie group (see
[67] and also [39]).

A topologically transitive C2 Anosov diffeomorphism f preserving a smooth
measure μ is ergodic, and if f is topologically mixing, then it is a Bernoulli
diffeomorphisms with respect to μ. The Bernoulli property was established by
Bowen [15], and a much more general result is given by Statement 4 of Theorem 2.

A compact invariant subset Λ ⊂ M is called hyperbolic if for every x ∈ Λ

the tangent space at x admits an invariant splitting as described above. For each
x ∈ Λ one can construct local stable V s(x) and unstable V u(x) manifolds which
have Properties (L1) and (L2).

A hyperbolic set Λ is called locally maximal if there exists a neighborhood U

of Λ with the property that given a compact invariant set Λ′ ⊂ U , we have that
Λ′ ⊂ Λ. In this case

Λ =
⋂

n∈Z
f n(U).

Locally maximal hyperbolic sets can be characterized as having local direct product
structure, that is, given two points x, y ∈ Λ, which are sufficiently close to each
other, the intersection [x, y] = V s(x)∩V u(y) lies in Λ. If g is a small perturbation
in the C1 topology of a diffeomorphism f with a locally maximal hyperbolic set
Λf , then g possesses a locally maximal hyperbolic set Λg that lies in a small
neighborhood of Λf .

3In fact, the dependence in x is Hölder continuous.
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A diffeomorphism f is called an Axiom A diffeomorphism if its non-wandering
set Ω(f ) is a locally maximal hyperbolic set.

The Spectral Decomposition Theorem claims (see [39]) that the set Ω(f ) of an
Axiom A diffeomorphism f can be decomposed into finitely many disjoint closed
f -invariant locally maximal hyperbolic sets, Ω(f ) = Λ1∪· · ·∪Λm such that f |Λi

is topologically transitive. Moreover, for each i there exists a number ni and a set
Ai ⊂ Λi such that the sets f k(Ai) are disjoint for 0 ≤ k < ni , their union is the set
Λi, f

ni (Ai) = Ai , and the map f ni |Ai is topologically mixing.

2.2 Nonuniform Hyperbolicity

It originated in the work of Pesin [49–51]; see also the books [7, 8] for a sufficiently
complete description of the modern state of the theory.

A diffeomorphism f of a compact Riemannian manifold M is non-uniformly
hyperbolic if there are a measurable df -invariant decomposition of the tangent space
TxM = Es(x) ⊕ Eu(x) and measurable positive functions ε(x), c(x), k(x) and
λ(x) < 1 such that for almost every x ∈ M (here � (S1, S2) denotes the angle
between subspaces Sj ):

1. ‖df nv‖ ≤ c(x)λ(x)n‖v‖ for v ∈ Es(x), n ≥ 0;
2. ‖df−nv‖ ≤ c(x)λ(x)n‖v‖ for v ∈ Eu(x), n ≥ 0;
3. � (Es(x),Eu(x)) ≥ k(x);
4. c(f m(x)) ≤ eε(x)|m|c(x), k(f m(x)) ≥ e−ε(x)|m|k(x), λ(f m(x)) = λ(x),

m ∈ Z.

The last property means that the rates of contraction and expansion (given by λ(x))
are constant along the trajectory and the estimates in (1) and (2) can deteriorate with
a rate which, while exponential, has a sufficiently small exponent.

Non-uniform hyperbolicity can also be expressed in more “practical” terms using
the Lyapunov exponent of μ:

χ(x, v) = lim sup
n→∞

1

n
log ‖df n

x v‖, x ∈ M, v ∈ TxM.

This means that for all sufficiently large n and a sufficiently small ε,

‖df n
x v‖ ∼ exp(χ(x, v)± ε)n.

If χ(x, v) > 0, the differential asymptotically expands v with some exponential rate,
and if χ(x, v) < 0, the differential asymptotically contracts v with some exponential
rate.

Therefore, f is non-uniformly hyperbolic if for almost every trajectory with
respect to μ, the Lyapunov exponent χ(x, v) is not equal to zero for every vector v;
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in this case the measure μ is called hyperbolic. In other words,

Es(x) = Es
f (x) = {v ∈ TxM : χ(x, v) < 0}, Eu(x) = Eu

f (x) = Es
f−1(x).

Nonuniform hyperbolicity is equivalent to the fact that Lyapunov exponents of f
are nonzero almost everywhere in M (i.e., the smooth invariant measure for f is
hyperbolic)—the phenomenon known as the Anosov rigidity. One can show that f
is an Anosov diffeomorphism if:

1. the Lyapunov exponents for f are nonzero at every point x ∈ M , see [33, 45];
2. the Lyapunov exponents for f are nonzero on a set of total measure one, i.e., on

a set that has full measure with respect to any invariant measure, see [23, 24].

If μ is a hyperbolic measure, then for almost every x ∈ M one can construct local
stable and unstable manifolds V s(x) and V u(x). They depend measurably on x, in
particular, their sizes can be arbitrarily small.

An example of a diffeomorphism with nonzero Lyapunov exponents was con-
structed by Katok [36]. Starting with a hyperbolic automorphism of the 2-torus,
he used the slow-down procedure in a neighborhood of a hyperbolic fixed point
p to turn p into an indifferent fixed point. In particular, the Lyapunov exponents
at p are all zero. Katok used this example as a starting point in his construction
of area preserving C∞ diffeomorphisms with nonzero Lyapunov exponents on
compact surfaces. This result was extended by Dolgopyat and Pesin [31] who
showed that any compact manifold of dimension ≥2 admits a volume preserving
C∞ diffeomorphism with nonzero Lyapunov exponents.

2.3 Partial Hyperbolicity

It originated in the work of Brin and Pesin [18] and of Pugh and Shub [34]; see also
the book [52] for a sufficiently complete exposition of the core of the theory.

A diffeomorphism f of a compact Riemannian manifold M is called partially
hyperbolic if for each x ∈ M there is a continuous df -invariant decomposition of
the tangent space TxM = Es(x)⊕Ec(x)⊕Eu(x) and constants c1, c2, c3, c4 > 0,
λ1 < μ1 ≤ μ2 < λ2, μ1 ≤ 1 such that for each x ∈ M and n ≥ 0:

1. ‖dxf nv‖ ≤ c1λ
n
1‖v‖ for v ∈ Es(x);

2. ‖dxf nv‖ ≥ c2λ
n
2‖v‖ for v ∈ Eu(x);

3. c4μ
n
1‖v‖ ≤ ‖dxf nv‖ ≤ c3μ

n
2‖v‖ for v ∈ Ec(x).

The distributions Es , Eu, and Ec are called stable, unstable and central, respec-
tively. They depend continuously in x.4 Clearly, the angle between any two
subspaces Es(x), Eu(x) and Ec(x) is bounded away from zero uniformly in x.

4One can show that the dependence in x is Hölder continuous.
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Any sufficiently small perturbation in the C1 topology of a partially hyperbolic
diffeomorphism is again a partially hyperbolic diffeomorphism. Hence, partially
hyperbolic diffeomorphisms form an open set in the space of C1 diffeomorphisms
of M .

The stable and unstable distributions Es and Eu can be integrated to continuous
foliations Ws and Wu, respectively, with smooth leaves. The central distribution
may or may not be integrable.

Some well-known examples of partially hyperbolic diffeomorphisms are (1) a
direct product of an Anosov diffeomorphism with the identity map of a manifold;
(2) a group extension over an Anosov diffeomorphism; (3) the time-1 map of an
Anosov flow.

A compact invariant subset Λ ⊂ M is called partially hyperbolic if the restriction
f |Λ is partially hyperbolic in the above sense. For each x ∈ Λ, one can construct
local stable V s(x) and unstable V u(x) manifolds.

3 Markov Partitions

3.1 Definition of Markov Partitions

Let Λ be a locally maximal hyperbolic set for a diffeomorphism f of a compact
smooth Riemannian manifoldM . From now on we assume that f |Λ is topologically
mixing. The general case can be easily reduced to this one by using the Spectral
Decomposition Theorem.

A non-empty closed set R ⊂ Λ is called a rectangle if

• diamR ≤ δ (where δ > 0 is sufficiently small);
• R = intR where intR is defined in the relative topology in R;
• [x, y] ∈ R whenever x, y ∈ R.5

A rectangle R has direct product structure that is given x ∈ R, there exists a
homeomorphism

θ : R → R ∩ V (s)(x)× R ∩ V (u)(x).6

One can show that both θ and θ−1 are Hölder continuous. A finite cover R =
{R1, . . . , Rp} of Λ by rectangles Ri , i = 1, . . . , p is called a Markov partition for
f if

5We use here the fact that the set Λ is locally maximal.
6In other words, θ identifies the rectangle R with the product R ∩ V (s)(x) × R ∩ V (u)(x).



Sinai’s Work on Markov Partitions and SRB Measures 267

1. intRi ∩ intRj = ∅ unless i = j ;
2. for each x ∈ intRi ∩ f−1(intRj ) we have

f (V s(x) ∩ Ri) ⊂ V s(f (x)) ∩ Rj , f (V u(x) ∩ Ri) ⊃ V u(f (x)) ∩ Rj .

These relations are called the Markov property of the Markov partition. We stress
that despite the name a Markov partition R is a cover of Λ which is almost a
partition: any two elements of the cover can intersect only along their boundaries.

3.2 Symbolic Models

A Markov partition R = {R1, . . . , Rp} generates a symbolic model of f |Λ by a
finite Markov shift or a subshift of finite type (ΣA, σ), where ΣA is the set of two-
sided infinite sequences of numbers {1, . . . , p}, which are admissible with respect
to the transfer matrix of the Markov partition A = (aij ) (i.e., aij = 1 if intRi ∩
f−1(intRj) �= ∅, and aij = 0 otherwise). Namely, define

R
(u)
i0...in

=
n⋂

j=0

f−j (Rij ), R
(s)
i−n...i−1

=
−n⋂

j=−1

f−j (Rij ),

Ri−n...in = R
(s)
i−n...i−1

∩ R
(u)
i0...in

.

Now we define the coding map χ : ΣA → Λ by

χ(. . . , i−n, . . . , i0, . . . in, . . . ) =
⋂

n≥0

Ri−n...in .

Note that the maps f and σ are conjugate via the coding map χ , i.e., f ◦χ = χ ◦σ .
The map χ is Hölder continuous and injective on the set of points whose trajectories
never hit the boundary of any element of the Markov partition.

For any points ω = (. . . , i−1, i0, i1, . . . ) ∈ ΣA and ω′ = (. . . , i ′−1, i
′
0, i

′
1, . . . ) ∈

ΣA with the same past (i.e., i ′j = ij for any j ≤ 0) we have that χ(ω′) ∈ V (u)(x)∩
R(x), where x = χ(ω) and R(x) is the element of a Markov partition containing x.
Similarly, for any point ω′′ = (. . . , i ′′−1, i

′′
0 , i

′′
1 , . . . ) ∈ ΣA with the same future as

ω (i.e., i ′′j = ij for any j ≥ 0) we have that χ(ω′′) ∈ V (s)(x) ∩ R(x). Thus, the set

V (u)(x) ∩ R(x) can be identified via the coding map χ with the cylinder C+
i0

in the

space Σ+
A of “positive” one-sided infinite sequences of numbers {1, . . . , p} and the

set V (s)(x) ∩ R(x) can be identified via the coding map χ with the cylinder C−
i0

in

the space Σ−
A of “negative” one-sided infinite sequences of numbers {1, . . . , p}.



268 Y. Pesin

3.3 Sinai’s Construction of Markov Partitions

I outline here a construction of Markov partition from [59] (see also [27]). For
simplicity, I only consider Anosov diffeomorphisms of the two-dimensional torus,
in which case the geometry of the construction is rather simple and it produces
a partition whose elements are connected subsets with non-empty interior. In the
multi-dimensional case the requirement that partition elements are connected cannot
be ensured unless one allows partitions with countable number of elements. For the
construction of Markov partitions for general Axiom A maps I refer the reader to
the works of Bowen [14, 15].7

Let f be an Anosov diffeomorphism of the two dimensional torus T2. Fix ε > 0.
We shall construct a Markov partition with diameter of elements ≤ ε. It suffices
to do so for some power n of f . Indeed, if R is a Markov partition for f n, then⋂n

k=−n f
kR is a Markov partition for f .

For points in the torus, local stable and unstable manifolds are smooth curves
which are called stable and unstable curves. In the course of our construction every
rectangle R is a closed connected subset of the torus. Its boundary ∂R is the union
of four curves, two of which are stable and the other two are unstable. The union
of stable curves forms the stable boundary ∂sR of R while the union of unstable
curves forms the unstable boundary ∂uR of R. For every x ∈ R we denote by γ s

R(x)

(respectively, γ u
R(x)) the full length stable (respectively, unstable) curve through

x, i.e., the segment of stable (unstable) curve whose endpoints lie on the unstable
(stable) boundary of R.

Let us now fix δ > 0, n > 0, and let λ ∈ (0, 1) be the constant in the definition
of Anosov diffeomorphisms. A collection of rectangles R̃ = {R̃1, . . . , R̃p} is called
a sufficient (n, δ)-collection if

1.
⋃p

j=1 R̃j = T2;

2. diam R̃j ≤ δ, j = 1, . . . , p;
3. given a rectangle R̃j , one can find two subcollections of rectangles {R̃i1, . . . , R̃ik }

and {R̃s1, . . . , R̃st } such that

(a) f n(R̃j ) ⊂⋃k
�=1 R̃i� and f−n(R̃j ) ⊂⋃t

�=1 R̃s� ;
(b) for every x ∈ R̃j , if f n(x) lies in some rectangle R̃i� from the first

subcollection, then f n(γ s

R̃j
(x)) ⊂ γ s

R̃i�

(f n(x));

(c) for every x ∈ R̃j , if f−n(x) lies in some rectangle R̃s� from the second
subcollection, then f−n(γ u

R̃j
(x)) ⊂ γ u

R̃s�

(f−n(x)).

It is not difficult to show that given δ > 0 and a large enough n > 0, there is a
sufficient (n, δ)-collection R̃.

7In [14], Bowen used a method similar to the original Sinai method known as the method of
successive approximations. In [15] he used a different approach based on pseudo-orbits.
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Our goal is to slightly “extend” each rectangle of a given sufficient (n, δ)-
collection R̃ in both the stable and unstable directions to ensure the Markov
property in these directions. This will produce a cover of the torus by rectangles,
which is a Markov cover.

To this end fix a rectangle R̃j ∈ R̃ and consider two subcollections
{R̃i1, . . . , R̃ik } and {R̃s1, . . . , R̃st }, which have the properties with respect to R̃j

mentioned above. We refer to the union of the (un)stable boundaries of all rectangles
in the subcollection as the (un)stable boundary of the subcollection.

Consider the set f n(∂uR̃j ). It consists of two unstable curves γ u
1 = f n(γ̃ u

1 )

and γ u
2 = f n(γ̃ u

2 ) where the curves γ̃ u
1 and γ̃ u

2 form the unstable boundary of R̃j .
Denote by A1, B1 and A2, B2 the endpoints of these curves. We refer to A1 and
A2 as the left endpoints of γ u

1 and γ u
2 , respectively, and to B1 and B2 as the right

endpoints of γ u
1 and γ u

2 , respectively. If R̃m is a rectangle from the subcollection
that contains A1, then it also contains A2.

Consider now the full length unstable curve γ u

R̃m
(A1). It intersects the stable

boundary of R̃m at two points, C1 and D1. One of them, say C1, lies on the “left”
of A1 and does not belong to the curve γ u

1 (while the other one does). We now
extend the curve γ̃ u

1 to the left by adding the segment f−n(A1C1) to its left point
f−n(A1). It is easy to see that the length of this segment does not exceed δλ−n.
Similarly, the full length unstable curve γ u

R̃m
(A2) intersects the stable boundary of

R̃m at two points, C2 and D2 of which C2 lies on the “left” of A2 and does not
belong to the curve γ u

2 . We again extend the curve γ̃ u
2 to the left by adding the

segment f−n(A2C2) to its left point f−n(A2). The length of this segment does not
exceed δλ−n. As a result we obtain a new rectangle R̃l

j , which is a left extension of

the rectangle R̃j . The left stable boundary of this new rectangle is the stable curve
f−n(C1C2).

In a similar manner we can extend the rectangle R̃j to the right and obtain a new
rectangle which has the Markov property in the unstable direction with respect to
the subcollection associated to R̃j . Continuing in this way, we obtain a new cover

R̃(1) = {R̃(1)
1 , . . . , R̃

(1)
p } which has the Markov property in the unstable direction

with respect to the cover R̃. Note that the diameter of each rectangle in the new
cover in the unstable direction does not exceed δ + δλn, while the diameter in the
stable direction does not exceed δ. Proceeding by induction we obtain a sequence of
covers R̃(q) = {R̃(q)

1 , . . . , R̃
(q)
p } such that

1. rectangles in the cover R̃(q) have the Markov property in the unstable direction
with respect to the rectangles in the cover R̃(q−1);

2. the diameter of each rectangle in the cover R̃(q) in the unstable direction does
not exceed

1 − λ−(q+1)n

1 − λ−n
2δ,

while the diameter in the stable direction does not exceed δ;
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3. for each q > 0 and j = 1, . . . , p we have that R̃(q)

j ⊂ R̃
(q−1)
j and the rectangle

R̃
(q)
j is a connected subset.

One can show that the sets R+
j = ⋃

q>0 R̃
(q)

j forms a cover R+, which has the
Markov property in the unstable direction and whose diameter in the unstable
direction does not exceed 1

1−λ−n 2δ, while the diameter in the stable direction does
not exceed δ. Furthermore each rectangle in this cover is a connected subset.
Replacing f n with f−n and repeating the above argument, we can slightly extend
each element of the cover R+ in the stable direction to obtain a new cover R =
(R+)− which has the Markov property in both the unstable and stable directions
and whose diameter does not exceed 1

1−λ−n 2δ. Moreover, each rectangle in this
cover is a connected subset. One can now subdivide the rectangles of the cover to
obtain the desired Markov partition.

4 SRB Measures I: Hyperbolic Attractors

4.1 Topological Attractors

Let f be a diffeomorphism of a compact smooth Riemannian manifold M . A
compact invariant subset Λ ⊂ M is called a topological attractor for f if there
is an open neighborhood U of Λ such that f (U) ⊂ U and

Λ =
⋂

n≥0

f n(U).

The set U is said to be a trapping region or a basin of attraction for Λ. The maximal
open set with this property is called the topological basin of attraction for Λ. It
follows immediately from the definition of the attractor that Λ is locally maximal,
i.e., is the largest invariant set in U .

4.2 Natural and Physical Measures

Starting with the volume m in U , consider its evolution under the dynamics, i.e., the
sequence of measures

mn = 1

n

n−1∑

k=0

f k∗m. (3)
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This sequence is compact in the week∗ topology, and hence has a convergent
subsequencemnk . Clearly, the limit of mnk is supported onΛ and by the Bogolubov–
Krylov theorem, it is an f -invariant measure called a natural measure for f . In
general, the measure μ may be quite trivial—just consider the point mass at an
attracting fixed point.

Given a measure μ on an attractor Λ, define its basin of attraction B(μ) as the
set of μ-generic points x ∈ U , i.e., points such that for every continuous function ϕ

on Λ,

lim
n→∞

1

n

n−1∑

k=0

ϕ(f k(x)) =
∫

Λ

ϕ dμ. (4)

A natural measure μ on the attractor Λ is a physical measure if its basin of
attraction B(μ) has positive volume. An attractor with a physical measure is called
a Milnor attractor.

4.3 SRB Measures

Let μ be a hyperbolic invariant measure supported on Λ. Using results of nonuni-
form hyperbolicity theory one can construct for almost every x ∈ Λ a local stable
V s(x) manifold and a local unstable V u(x) manifold. It is easy to show that for such
points x we have V u(x) ⊂ Λ and consequently, Wu(x) ⊂ Λ (recall that Wu(x) is
the global unstable manifold through x). On the other hand, the intersection of Λ
with stable manifolds of its points is a Cantor set.

There is a collection {Λ�}�≥1 of nested subsets of Λ that exhaust Λ (mod 0)
such that local stable V s(x) and unstable V u(x) manifolds depend continuously
on x ∈ Λ�. In particular, their “sizes” are bounded uniformly from below. Given
x ∈ Λ�, set

Q�(x) =
⋃

y∈B(x,r�)∩Λ�

V u(y),

where r� > 0 is sufficiently small, and let ξ� be the partition of Q�(x) by local
unstable leaves V u(y), y ∈ B(x, r�)∩Λ�. Denote by μu(y) the conditional measure
on V u(y) generated by μ with respect to the partition ξ� and by mu(y) the leaf-
volume on V u(y) generated by the Riemannian metric.8

A hyperbolic invariant measure μ on Λ is called an SRB measure (after Sinai,
Ruelle and Bowen) if for every � with μ(Λ�) > 0, almost every x ∈ Λ� and almost
every y ∈ B(x, r�) ∩Λ� the measures μu(y) and mu(y) are equivalent. The idea of

8Both μu(x) and mu(x) are probability measures.
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describing an invariant measure by its conditional probabilities on the elements of a
continuous partition goes back to the classical work of Kolmogorov and later work
of Dobrushin on random fields, [30] (see also [62]).

The following result describes the density du(x, y) of the conditional measure
μu(x) with respect to the leaf-volume mu(x).

Theorem 1 (Sinai [62], Pesin and Sinai [53], Ledrappier [41]) For almost every
x the density du(x, y) is given by du(x, y) = ρu(x)−1ρu(x, y) where for y ∈ V u(x)

ρu(x, y) =
∞∏

k=0

Jac(df |Eu(f−k(y)))

Jac(df |Eu(f−k(x)))
(5)

and

ρu(x) =
∫

V u(x)

ρu(x, y) dmu(x)(y) (6)

is the normalizing factor.

The Eq. (5) can be viewed as an analog of the famous Dobrushin–Lanford–Ruelle
equation in statistical physics, see [40] and [62].

Using results of nonuniform hyperbolicity theory one can obtain a sufficiently
complete description of ergodic properties of SRB measures.

Theorem 2 Let f be a C1+ε diffeomorphism of a compact smooth manifoldM with
an attractor Λ and let μ be an SRB measure on Λ. Then

1. Λ =⋃
i≥0 Λi , Λi ∩Λj = ∅;

2. μ(Λ0) = 0 and μ(Λi) > 0 for i > 0;
3. f |Λi is ergodic for i > 0;
4. for each i > 0 there is ni > 0 such that Λi =⋃ni

j=1 Λij where f (Λij ) = Λi j+1,
f (Λni1) = Λi1 and f ni |Λi1 is Bernoulli.

For smooth measures this theorem was proved by Pesin in [50] and its extension
to SRB measures was obtained by Ledrappier in [41] (see also [7, 8]). We note that
the proof of the Bernoulli property in Statement 4 of the theorem is based on the
work of Ornstein and Weiss who established the Bernoulli property for geodesic
flows on compact manifolds of negative curvature, [48].

SRB measures admit the following characterization.

Theorem 3 Let μ be a measure on Λ of positive entropy. Then μ is an SRB measure
if and only if its entropy is given by the entropy formula:

hμ(f ) =
∫

Λ

∑

χi(x)>0

χi(x) dμ(x).
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For smooth measures (which are particular cases of SRB measures) the entropy
formula was proved by Pesin [50] (see also [7]) and its extension to SRB measures
was obtained by Ledrappier and Strelcyn [42]. The fact that a hyperbolic measure
satisfying the entropy formula is an SRB measure was shown by Ledrappier [41].9

It follows from Theorem 3 that any ergodic SRB measure is a physical measure
(any ergodic component of an SRB measure is an ergodic SRB measure). In
particular, if an attractor supports an ergodic SRB measure then it is a Milnor
attractor.

The limit measures for the sequence of measures (3) are natural candidates for
SRB measures. The classical eight figure map10 is an example of a diffeomorphism
f with an attractor Λ such that the sequence of measures (3) converges to a
hyperbolic measure μ whose basin of attraction has full volume, however μ is not
an SRB measure for f .

4.4 Uniformly Hyperbolic Attractors

An attractor Λ is hyperbolic if it is a uniformly hyperbolic set for f .11 The unstable
subspace Eu is integrable: given x ∈ Λ, the global unstable manifold Wu(x) lies in
Λ, and hence the attractor is the union of the global unstable manifolds of its points,
which form a lamination of Λ. On the other hand the intersection of Λ with stable
manifolds of its points may be a Cantor set.

Theorem 4 Assume that the map f |Λ is topologically transitive. Then the sequence
of measures (3) converges to a unique SRB measure on Λ and so does the sequence
of measures (7) (independently of the starting point x).

This theorem was proved by Sinai, [60] for the case of Anosov diffeomorphisms,
Bowen [15], and Ruelle [56] extended this result to hyperbolic attractors, and Bowen
and Ruelle [17] constructed SRB measures for Anosov flows.

Well-known examples of hyperbolic attractors are the DA (derived from Anosov)
attractor and the Smale–Williams solenoid (see [39] for definitions and details).

In the following two subsections I will outline two different approaches to prove
Theorem 4. The first approach was developed by Sinai in [60] and uses Markov
partitions, while the second one deals with the sequence of measures (3) in a
straightforward way and hence, is more general. In particular, it can be used to

9In this paper we use the definition of SRB measure that requires that it is hyperbolic. One can
weaken the hyperbolicity requirement by assuming that some (but not necessarily all) Lyapunov
exponents are non-zero (with at least one positive). It was proved by Ledrappier and Young [43, 44]
that within the class of such measures, SRB measures are the only ones that satisfy the entropy
formula.
10This is a two dimensional smooth map with a hyperbolic fixed point whose stable and unstable
separatrices form the eight figure. Inside each of the two loops there is a repelling fixed point.
11Clearly, the set Λ is locally maximal.
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construct some special measures for partially hyperbolic attractors which do not
allow Markov partitions; these are so called u-measures which are natural analog of
SRB measures in this case, see [53] and Sect. 6. For simplicity of the exposition
I only consider the case of Anosov diffeomorphisms, extension to hyperbolic
attractors is not difficult.

4.5 First Proof of Theorem 4 (Sinai [60])

Let R be a Markov partition of sufficiently small diameter and let R− =∨∞
n=0 f

−nR. One can show that the partition R− has the following properties:

1. fR− ≥ R−;
2.
∨∞

k=0 f
kR− is the trivial partition;

3. there is an r > 0 such that every element of the partition R− is contained in a
local stable manifold and contains a ball in this manifold of radius r .

Given x ∈ Λ, denote by CR−(x) the element of the partition R− containing x. For
every n > 0 we have that f n(CR−(x)) = Cf n(R−)(f

n(x)) and that f n is a bijection
between CR−(x) and Cf n(R−)(f

n(x)). Therefore, f−n transfers the normalized
leaf-volume on Cf n(R−)(f

n(x)) to a measure on CR−(x) which we denote by μn.
This measure is equivalent to the leaf-volume on CR−(x) and we denote by ρn(y)

the corresponding density function, which is continuous. One can show that the
sequence of functions ρn converges uniformly to a continuous function ρ̃(y) =
ρ̃CR− (x)(y), which can be viewed as the density function for a normalized measure
μ̃CR− (x) on CR−(x). These measures have the following properties:

1. μ̃CR− (x) is equivalent to the leaf-volume on CR−(x);
2. for every measurable set A ⊂ C′

R− ⊂ Cf−1(R−) the following Chapman–
Kolmogorov relation holds:

μ̃(A|Cf−1(R−)) = μ̃(A|C′
R−)μ̃(C′

R−|Cf−1(R−));

3. the measures μ̃ are determined by Properties 1 and 2 uniquely.

One can now show that for any x ∈ M and any measurable subset A ⊂ M there is
a limit

μ(A) = lim
n→∞ μ̃(A|Cf−n(R−)(x)),

which does not depend on x. The number μ(A) determines an invariant measure for
f which is the desired SRB measure.
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4.6 Second Proof of Theorem 4 (Pesin and Sinai, [53])

The way of constructing SRB measures on Λ based on the sequence of measures (3)
can be viewed as being “from outside of the attractor”. There is another way to
construct SRB measures “from within the attractor”. Fix x ∈ Λ and consider a local
unstable leaf V = V u(x) at x. One can view the leaf-volume mu(x) on V u(x) as a
measure on the whole of Λ. Consider the sequence of measures on Λ

νn(x) = 1

n

n−1∑

k=0

f k∗mu(x). (7)

We shall show that every limit measure for the sequence of measures (7) is an SRB-
measure. In fact, every SRB-measure μ can be constructed in this way, i.e., it can
be obtained as the limit measure for a subsequence of measures νn. Furthermore, if
f |Λ is topologically transitive, then the sequence of measures (7) converges to μ

and so does the sequence of measures (3).
We stress that in the definition of the sequence of measures (7) one can replace

the local unstable manifold V u(x) with any admissible manifold, i.e., a local
manifold passing through x and sufficiently close to V u(x) in the C1 topology.

Let μ be a limit measure of the sequence of measures (7) and let z be such that
μ(B(z, r)) > 0 for every r > 0. Consider a rectangle R of size r > 0 containing
z and its partition ξ into unstable local manifolds V u(y), y ∈ R. We identify the
factor space R/ξ with W = V s(z) ∩Λ and we denote by Un = f n(V ). Set

An = {y ∈ W : V u(y) ∩ Un �= ∅},
Bn = {y ∈ W : V u(y) ∩ ∂Un �= ∅},
Cn = An \ Bn.

Note that Cn is a finite set, and we denote by δn the measure on W , which is the
uniformly distributed point mass on Cn. If h is a continuous function on Λ with
support in R, then

∫

Λ

h dνn =
∫

R

h dνn

=
∑

y∈An

∫

V u(z)∩Un

h dνn

=
∑

y∈Cn

∫

V u(z)∩Un

h dνn +
∑

y∈Bn

∫

V u(z)∩Un

h dνn

= I (1)n + I (2)n .
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One can show that I (2)n ≤ C
n

where C > 0 is a constant. One can further show that

I (1)n = cn
∑

y∈Cn

ρu(f n(x), y)

∫

V u(y)

h(w)ρu(y,w) dμu(w)

=
∫

W

cnρ
u(f n(x), y)ρu(y) dδn(y)

∫

V u(y)

h(w)
ρu(y,w)

ρu(y)
dμu(w),

where

cn =
[n−1∏

k=0

Jac(df |Eu(f k(x)))
]−1

and ρu(y) is given by (6).
It follows that for any subsequence n� → ∞ for which the sequence of measures

νn�(x) converges to a measure μ on Λ, one has that μ is an SRB measure.
The above argument implies that μ(intR) > 0 and hence, the set

E =
⋃

n∈Z
f n(intR)

is open and is an ergodic component of μ of positive measure (i.e., f |E is ergodic).
In fact, every ergodic component of μ can be obtained in this way and hence, is
open (mod 0). One can derive from here that there are at most finitely many SRB
measures and if f |Λ is topological transitive, then there is only one SRB measure.

5 SRB Measures II: Chaotic Attractors

5.1 Chaotic Attractors: The Concept

An attractor Λ for a diffeomorphism f is chaotic if there is a natural measure
that is hyperbolic, i.e., a measure with nonzero Lyapunov exponents (with some
being positive and some being negative). In this case using results of nonuniform
hyperbolicity theory one can show that for almost every x ∈ Λ there are a local
stable V s(x) and unstable V u(x) manifolds. It is easy to see that for such points x
we have V u(x) ⊂ Λ, so that the attractor contains all the unstable manifolds of its
points.
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5.2 Chaotic Attractors: Some Open Problems

1. Construct an example of a diffeomorphism f with an attractor Λ such that the
volume m is a non-invariant hyperbolic measure for f (i.e., for almost every
x ∈ U with respect to m and for every nonzero vector v ∈ TxM the Lyapunov
exponent χ(x, v) �= 0) but the sequence of measures (3) converges to a measure
μ on Λ for which the Lyapunov exponent χ(x, v) = 0 for almost every x ∈ U

with respect to μ and for every nonzero vector v ∈ TxM;
2. Construct an example of a diffeomorphism f with an attractor Λ such that for

almost every x ∈ U with respect to volume m and for every nonzero vector
v ∈ TxM the Lyapunov exponent χ(x, v) = 0 but the sequence of measures (3)
converges to a hyperbolic measure μ on Λ.

5.3 The Hénon Attractor

Consider the Hénon family of maps given by

Ha,b(x, y) = (1 − ax2 + by, x). (8)

For a ∈ (0, 2) and sufficiently small b there is a rectangle in the plane, which
is mapped by Ha,b into itself. It follows that Ha,b has an attractor—the Hénon
attractor.

Benedicks and Carleson [9] developed a highly sophisticated techniques to
describe the dynamics near the attractor. Building on this analysis, Benedicks and
Young [10] established existence of SRB measures for the Hénon attractors.

Theorem 5 There exist ε > 0 and b0 > 0 such that for every 0 < b ≤ b0 one can
find a set Ab ∈ (2 − ε, 2) of positive Lebesgue measure with the property that for
each a ∈ Ab, the map Ha,b admits a unique SRB measure μa,b.

Wang and Young [71] introduced and studied some more general 2-parameter
families of maps with one unstable direction to which the above result extends.

The underlying mechanism of constructing SRB measures in these systems is
the work of Young [72] where she introduced a class of non-unformly hyperbolic
diffeomorphisms f admitting a symbolic representation via a tower whose base
A is a hyperbolic set with direct product structure and the induced map on the
base admits a Markov extension. Assuming that the return time R to the base is
integrable, one can show that there is an SRB measure.

As in the case of uniformly hyperbolic systems, the real power of a symbolic
representation is not just to help prove existence of SRB-measures but to show the
exponential decay of correlations, the Central Limit Theorem, etc. For the Hénon
attractor, Benedicks and Young [11] showed that if for all T > 0 we have

∫
R dm ≤

CλT where C > 0, 0 < λ < 1 and the integral is taken over the set of points x ∈ A
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with R(x) > T , then f has the exponential decay of correlations for the class of
Hölder continuous functions.

5.4 Chaotic Attractors: An Example

Let f be a diffeomorphism with an attractor Λ to be the Smale–Williams solenoid.
f has an SRB measure on Λ. In a small ball B(p, r) around a fixed point p, the map
f is the time-1 map of the linear system ẋ = Ax of ODEs.12 We wish to perturb f

locally by slowing down trajectories near p. Define a map g to be the time-1 map
for the following nonlinear system of ODEs inside B(p, r)

ẋ = ψ(x)Ax

and set g = f outside of B(p, r). Here ψ(x) = ‖x‖α for ‖x‖ < 2 and ψ(x) = 1
for ‖x‖ � 2.

Theorem 6 (Climenhaga, Dolgopyat, Pesin, [28]) The map g has an SRB-
measure.

5.5 Chaotic Attractors: Constructing SRB-Measures

Consider the set S ⊂ U (U is a neighborhood of the attractor Λ) of points such
that

• f (S) ⊂ S, i.e., S is forward invariant;
• there are two measurable cone families Ks(x) = Ks(x,E1(x), θ(x)) and

Ku(x) = Ku(x,E2(x), θ(x)),13 which are invariant,14 i.e.,

Df (Ku(x)) ⊂ Ku(f (x)), Df−1(Ks(f (x))) ⊂ Ks(x)

and transverse, i.e., TxX = E1(x)⊕ E2(x).

Define

• λs(x) = sup{log ‖Df (v)‖: v ∈ Ks(x), ‖v‖ = 1}—coefficient of contraction;
• λu(x) = inf{log ‖Df (v)‖: v ∈ Ku(x), ‖v‖ = 1}—coefficient of expansion;
• d(x) = max (0, (λs(x)− λu(x))—defect of hyperbolicity;
• λ(x) = λu(x)− d(x)—coefficient of effective hyperbolicity;

12The matrix A is assumed to be hyperbolic having one positive and two negative eigenvalues.
13Recall that given x ∈ M , a subspace E(x) ⊂ TxM , and θ(x) > 0, the cone at x around E(x)

with angle θ(x) is defined by K(x,E(x), θ(x)) = {v ∈ TxM : � (v,E(x)) < θ(x)}.
14We stress that the subspaces E1(x) and E2(x) do note have to be invariant under df .
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• α(x) = � (Ks(x),Ku(x)) > 0—angle between the cones;
• ρα̂(x) = limn→∞ 1

n
#{0 ≤ k < n : α(f k(x)) < α̂}—average time the angle

between the cones is below a given threshold α̂ > 0.

We further assume that for every x ∈ S,

(S1) limn→∞ 1
n

∑n−1
k=0 λ(f

k(x)) > 0;
(S2) limᾱ→0 ρᾱ(x) = 0;
(S3) limn→∞ 1

n

∑n−1
k=0 λ

s(f k(x)) < 0.

Theorem 7 (Climenhaga, Dolgopyat, Pesin, [28]) Assume that the set S has
positive volume. Then f possesses an SRB-measure.

In [70], Viana conjectured that if the set of all points with non-zero Lyapunov
exponents for a C1+α diffeomorphism f has positive (in particular, full) volume
(which is not necessarily invariant), then f admits an SRB measure. The above
theorem provides some stronger conditions under which the conclusion of Viana’a
conjecture holds. An affirmative solution of this conjecture for surface diffeomor-
phisms, under some general additional assumptions, is obtained in a recent work by
Climenhaga, Luzzatto and Pesin [29]. It is conjectured that if Requirement (S1) is
replaced with a stronger requirement that

limn→∞
1

n

n−1∑

k=0

λ(f k(x)) ≥ λ

for some λ > 0, then f possesses at most finitely many SRB-measures. In
[55], F. Rodriguez Hertz, J. Rodriguez Hertz, Tahzibi and Ures showed that
any topologically transitive surface diffeomorphism possesses at most one SRB
measure.

6 SRB-Measures III: Partially Hyperbolic Attractors

6.1 Partially Hyperbolic Attractors

An attractor Λ is partially hyperbolic if f |Λ is uniformly partially hyperbolic, i.e.,
if the tangent space TΛ admits an invariant splitting

TΛ = Es ⊕ Ec ⊕ Eu

into strongly stable, central and strongly unstable subspaces, respectively, which
satisfy conditions (1)–(3) in Sect. 2.3. The subspace Eu is integrable: given x ∈ Λ,
a local unstable leaf V u(x) lies in Λ, and hence so does the global strongly unstable
manifoldsWu. It follows that the attractor is the union of the global strongly unstable
manifolds of its points, which form a lamination of Λ.
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One can obtain an example of a partially hyperbolic attractor by considering the
product map F = f1 × f2 where f1 : M → M is a map possessing a uniformly
hyperbolic attractor and f2 : S1 → S1 is an isometry.

If f is a diffeomorphism possessing a uniformly (partially) hyperbolic attractor
Λ = Λf then any sufficiently small perturbation g of f in the C1 topology
possesses a uniformly (partially) hyperbolic attractor Λg that lies in a small
neighborhood of Λf . This provides an open set of uniformly (partially) hyperbolic
attractors in the spaces of C1 diffeomorphisms.

6.2 SRB-Measures on Partially Hyperbolic Attractors

Let Λ be a partially hyperbolic attractor for a diffeomorphisms f . A measure μ

on Λ is a u-measure if for almost every x ∈ Λ, the conditional measure μu(x)

generated by μ on the global strongly unstable leaf Wu(x) is absolutely continuous
with respect to the leaf-volume mu(x). One can show that the Jacobian of the u-
measure in the unstable direction is given by the formula (5). The following result
shows that every partially hyperbolic attractor carries a u-measure. Its proof can be
obtained by adjusting the argument in the second proof of Theorem 4 to the partial
hyperbolicity setting.

Theorem 8 (Pesin, Sinai, [53]) The following statements hold:

1. Any limit measure μ of the sequence of measures (3) is a u-measure on Λ;
2. Any limit measure μ of the sequence of measures (7) is a u-measure on Λ.

Unlike the case of hyperbolic attractors, the topological transitivity of f |Λ (or
even topological mixing) does not guarantee uniqueness of u-measures.15

Every SRB-measure on a partially hyperbolic attractor Λ is a u-measure but
not every u-measure is an SRB-measure. We say that a u-measure ν has negative
(positive) central exponents if there is an invariant subset A ⊂ Λ with ν(A) > 0
such that the Lyapunov exponents χ(x, v) < 0 (respectively, χ(x, v) > 0) for every
x ∈ A and every nonzero vector v ∈ Ec(x). A u-measure with negative (positive)
central exponents is an SRB-measure.

Below is a result that guarantees existence and uniqueness of SRB-measures for
partially hyperbolic attractors with negative central exponents. It requires existence
of at least one u-measure with negative central exponents and a strong transitive
condition. A detailed discussion of these requirements can be found in [22].

15Indeed, consider F = f1 × f2, where f1 is a topologically transitive Anosov diffeomorphism
and f2 a diffeomorphism close to the identity. Then any measure μ = μ1 × μ2, where μ1 is the
unique SRB-measure for f1 and μ2 any f2-invariant measure, is a u-measure for F . Thus, F has
a unique u-measure if and only if f2 is uniquely ergodic. On the other hand, F is topologically
mixing if and only if f2 is topologically mixing.
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Theorem 9 (Bonatti, Viana, [13]; Burns, Dolgopyat, Pollicott, Pesin, [22]) Let
f be a C1+ε diffeomorphism of a compact smooth manifold M with a partially
hyperbolic attractor Λ. Assume that:

1. there exists a u-measure ν with negative central exponents;
2. for every x ∈ Λ the global strongly unstable manifold Wu(x) is dense in Λ.

Then ν is the unique u-measure for f and is the unique hyperbolic SRB-measure
for f whose basin of attraction B(ν) has full volume in the topological basin of
attraction of Λ.

The case of positive central exponents is more difficult and existence of SRB-
measures can be established under the stronger requirements that (see [69]):

1. there is a unique u-measure ν with positive central exponents on a subset A ⊂ Λ

of full measure;
2. for every x ∈ Λ the global strongly unstable manifold Wu(x) is dense in Λ.

6.3 Dominated Splitting and SRB-Measures

The key tool in constructing SRB-measures in the uniform hyperbolic setting is
presence of a dominated splitting, i.e., a decomposition of the tangent bundle
TxM = E1(x)⊕ E2(x) for every x ∈ Λ such that

1. E1(x) and E2(x) depend continuously on x;
2. �(E1(x),E2(x)) is bounded away from 0;
3. there is 0 < λ < 1 such that

‖Df |E1(x)‖ < λ, ‖Df |E1(x)‖ · ‖Df −1|E2(f (x))‖ < λ.

Construction of SRB measures for systems with dominated splitting was effected in
various situations. Here is an (incomplete) list:

• (Alves, Bonatti, Viana, [3]) there is a subset S ⊂ U of positive volume and ε > 0
such that for every x ∈ S,

lim sup
n→∞

1

n

n∑

j=1

log ‖df−1|E2(f
j (x))‖ < −ε.

In this case, in addition one can have no more than finitely many distinct SRB
measures.

• (Alves, Dias, Luzzatto, Pinheiro, [4]) there is a subset S ⊂ U of positive volume
and ε > 0 such that for every x ∈ S,

lim inf
n→∞

1

n

n∑

j=1

log ‖df−1|E2(f
j (x))‖ < −ε.
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In this case, in addition one can have no more than finitely many distinct SRB
measures. In fact, if f is topologically transitive and m(S) = 1, then the SRB
measure is unique.

We stress that for non-uniformly hyperbolic f , the splitting of the tangent space
does not have to be dominated.

Acknowledgements I would like to thank B. Gurevich and O. Sarig who read the paper and gave
me many valuable comments. I also would like to thank B. Weiss and A. Katok for their remarks
on the paper. Part of the work was done when I visited ICERM (Brown University, Providence)
and the Erwin Schrödinger Institute (Vienna). I would like to thank them for their hospitality.

References

1. R.L. Adler and B. Weiss. Entropy, a complete metric invariant for automorphisms of the torus.
Proc. Nat. Acad. Sci. U.S.A., 57:1573–1576, 1967.

2. V.M. Alekseev. Symbolic dynamics (in Russian). In Eleventh Mathematical School (Summer
School, Kolomyya, 1973), pages 5–210. Izdanie Inst. Mat. Akad. Nauk Ukrain. SSR, Kiev,
1976.

3. J.F. Alves, C. Bonatti, and M. Viana. SRB measures for partially hyperbolic systems whose
central direction is mostly expanding. Invent. Math., 140(2):351–398, 2000.

4. J.F. Alves, C.L. Dias, S. Luzzatto, and V. Pinheiro. SRB measures for partially hyperbolic
systems whose central direction is weakly expanding. J. Eur. Math. Soc. (JEMS), 19(10):2911–
2946, 2017.

5. D.V. Anosov. Geodesic Flows on Closed Riemann Manifolds with Negative Curvature.
Number 90 in Proc. Steklov Inst. Math. American Mathematical Society, Providence, RI, 1967.

6. D.V. Anosov and Ya.G. Sinai. Some smooth ergodic systems. Russ. Math. Surv., 22(5):103–
167, 1967.

7. L. Barreira and Ya. Pesin. Nonuniform Hyperbolicity, volume 115 of Encyclopedia of
Mathematics and its Applications. Cambridge University Press, Cambridge, 2007. Dynamics
of systems with nonzero Lyapunov exponents.

8. L. Barreira and Ya. Pesin. Introduction to Smooth Ergodic Theory, volume 148 of Graduate
Studies in Mathematics. American Mathematical Society, Providence, RI, 2013.

9. M. Benedicks and L. Carleson. The dynamics of the Hénon map. Ann. of Math. (2), 133(1):73–
169, 1991.

10. M. Benedicks and L.-S. Young. Sinai–Bowen–Ruelle measures for certain Hénon maps. Invent.
Math., 112(3):541–576, 1993.

11. M. Benedicks and L.-S. Young. Markov extensions and decay of correlations for certain Hénon
maps. Astérisque, (261):xi, 13–56, 2000.

12. K.R. Berg. On the conjugacy problem for K-systems. PhD thesis, University of Minnesota,
1967. Also available as Entropy of Torus Automorphisms in Topological Dynamics (Sympo-
sium, Colorado State Univ., Ft. Collins, Colo.), pages 67–79, Benjamin, New York, 1968.

13. C. Bonatti and M. Viana. SRB measures for partially hyperbolic systems whose central
direction is mostly contracting. Israel J. Math., 115:157–193, 2000.

14. R. Bowen. Markov partitions for Axiom A diffeomorphisms. Amer. J. Math., 92:725–747,
1970.

15. R. Bowen. Equilibrium States and the Ergodic Theory of Anosov diffeomorphisms. Lecture
Notes in Mathematics, Vol. 470, pages i+108. Springer-Verlag, Berlin-New York, 1975.

16. R. Bowen. Some systems with unique equilibrium states. Math. Syst. Theory, 8:193–202,
1975.



Sinai’s Work on Markov Partitions and SRB Measures 283

17. R. Bowen and D. Ruelle. The ergodic theory of Axiom A flows. Invent. Math., 29(3):181–202,
1975.

18. M.I. Brin and Ya.B. Pesin. Partially hyperbolic dynamical systems (in Russian). Izv. Akad.
Nauk SSSR Ser. Mat., 38:170–212, 1974.

19. L.A. Bunimovich, B.M. Gurevich, and Ya. Pesin, editors. Sinai’s Moscow Seminar on
Dynamical Systems, volume 171 of American Mathematical Society Translations, Series 2.
American Mathematical Society, Providence, RI, 1996.

20. L.A. Bunimovich and Ya.G. Sinai. Markov partitions for dispersed billiards. Commun. Math.
Phys., 78:247–280, 1980. Erratum ibid, 107(2):357–358, 1986.

21. L.A. Bunimovich, Ya.G. Sinai, and N.I. Chernov. Markov partitions for two-dimensional
hyperbolic billiards. Russ. Math. Surv., 45(3):105–152, 1990.

22. K. Burns, D. Dolgopyat, Ya. Pesin, and M. Pollicott. Stable ergodicity for partially hyperbolic
attractors with negative central exponents. J. Mod. Dyn., 2(1):63–81, 2008.

23. Y. Cao. Non-zero Lyapunov exponents and uniform hyperbolicity. Nonlinearity, 16(4):1473–
1479, 2003.

24. Y. Cao, S. Luzzatto, and I. Rios. A minimum principle for Lyapunov exponents and a higher-
dimensional version of a theorem of Mañé. Qual. Theory Dyn. Syst., 5(2):261–273, 2004.

25. J. Chen, H. Hu, and Ya. Pesin. The essential coexistence phenomenon in dynamics. Dyn. Syst.,
28(3):453–472, 2013.

26. J. Chen, H. Hu, and Ya. Pesin. A volume preserving flow with essential coexistence of zero
and non-zero Lyapunov exponents. Ergodic Theory Dynam. Systems, 33(6):1748–1785, 2013.

27. N. Chernov. Invariant measures for hyperbolic dynamical systems. In Handbook of dynamical
systems, Vol. 1A, pages 321–407. North-Holland, Amsterdam, 2002.

28. V. Climenhaga, D. Dolgopyat, and Y. Pesin. Non-stationary non-uniform hyperbolicity: SRB
measures for dissipative maps. Comm. Math. Phys., 346(2):553–602, 2016.

29. V. Climenhaga, S. Luzzatto, and Ya. Pesin. Young towers for nonuniformly hyperbolic surface
diffeomorphisms. Preprint, PSU, 2018.

30. R.L. Dobrushin. Description of a random field by means of conditional probabilities and
conditions for its regularity. Theor. Probab. Appl., 13:197–224, 1968.

31. D. Dolgopyat and Ya. Pesin. Every compact manifold carries a completely hyperbolic
diffeomorphism. Ergodic Theory Dynam. Systems, 22(2):409–435, 2002.

32. B. Gurevich. Entropy theory of dynamical systems. In H. Holden, R. Piene, editors, The Abel
Prize 2013–2017, pages 221–242. Springer, 2019.

33. B. Hasselblatt, Ya. Pesin, and J. Schmeling. Pointwise hyperbolicity implies uniform
hyperbolicity. Discrete Contin. Dyn. Syst., 34(7):2819–2827, 2014.

34. M.W. Hirsch, C.C. Pugh, and M. Shub. Invariant Manifolds, volume 583 of Lecture Notes in
Mathematics. Springer-Verlag, Berlin-New York, 1977.

35. H. Hu, Ya. Pesin, and A. Talitskaya. A volume preserving diffeomorphism with essential
coexistence of zero and nonzero Lyapunov exponents. Comm. Math. Phys., 319(2):331–378,
2013.

36. A. Katok. Bernoulli diffeomorphisms on surfaces. Ann. of Math. (2), 110(3):529–547, 1979.
37. A. Katok. Moscow dynamic seminars of the nineteen seventies and the early career of Yasha

Pesin. Discrete Contin. Dyn. Syst., 22(1–2):1–22, 2008.
38. A. Katok. Dmitry Viktorovich Anosov: his life and mathematics. In Modern theory

of dynamical systems, volume 692 of Contemp. Math., pages 1–21. Amer. Math. Soc.,
Providence, RI, 2017.

39. A. Katok and B. Hasselblatt. Introduction to the Modern Theory of Dynamical Systems,
volume 54 of Encyclopedia of Mathematics and its Applications. Cambridge University Press,
Cambridge, 1995.

40. O.E. Lanford, III and D. Ruelle. Observables at infinity and states with short range correlations
in statistical mechanics. Comm. Math. Phys., 13:194–215, 1969.

41. F. Ledrappier. Propriétés ergodiques des mesures de Sinai. Inst. Hautes Études Sci. Publ.
Math., (59):163–188, 1984.



284 Y. Pesin

42. F. Ledrappier and J.-M. Strelcyn. A proof of the estimation from below in Pesin’s entropy
formula. Ergodic Theory Dynam. Systems, 2(2):203–219 (1983), 1982.

43. F. Ledrappier and L.-S. Young. The metric entropy of diffeomorphisms. I. Characterization of
measures satisfying Pesin’s entropy formula. Ann. of Math. (2), 122(3):509–539, 1985.

44. F. Ledrappier and L.-S. Young. The metric entropy of diffeomorphisms. II. Relations between
entropy, exponents and dimension. Ann. of Math. (2), 122(3):540–574, 1985.

45. R. Mañé. Quasi-Anosov diffeomorphisms and hyperbolic manifolds. Trans. Amer. Math. Soc.,
229:351–370, 1977.

46. D. Ornstein. Bernoulli shifts with the same entropy are isomorphic. Advances in Math., 4:337–
352, 1970.

47. D.S. Ornstein. Ergodic Theory, Randomness, and Dynamical Systems, volume 5 of Yale
Mathematical Monographs. Yale University Press, New Haven, Conn.-London, 1974.

48. D.S. Ornstein and B. Weiss. Geodesic flows are Bernoullian. Israel J. Math., 14:184–198,
1973.

49. Ya.B. Pesin. Families of invariant manifolds that correspond to nonzero characteristic
exponents. Math. USSR-Izv., 40(6):1261–1305, 1976.

50. Ya.B. Pesin. Characteristic Lyapunov exponents and smooth ergodic theory. Russ. Math. Surv.,
32(4):55–114, 1977.

51. Ya.B. Pesin. Description of the π-partition of a diffeomorphism with invariant measure. Math.
Notes, 22(1):506–515, 1978.

52. Ya.B. Pesin. Lectures on Partial Hyperbolicity and Stable Ergodicity. Zurich Lectures in
Advanced Mathematics. European Mathematical Society (EMS), Zürich, 2004.

53. Ya.B. Pesin and Ya.G. Sinai. Gibbs measures for partially hyperbolic attractors. Ergodic
Theory Dynam. Systems, 2(3–4):417–438 (1983), 1982.

54. M. Ratner. Markov partitions for Anosov flows on n-dimensional manifolds. Israel J. Math.,
15:92–114, 1973.

55. F. Rodriguez Hertz, M.A. Rodriguez Hertz, A. Tahzibi, and R. Ures. Uniqueness of SRB
measures for transitive diffeomorphisms on surfaces. Comm. Math. Phys., 306(1):35–49, 2011.

56. D. Ruelle. A measure associated with axiom-A attractors. Amer. J. Math., 98(3):619–654,
1976.

57. O.M. Sarig. Symbolic dynamics for surface diffeomorphisms with positive entropy. J. Amer.
Math. Soc., 26(2):341–426, 2013.

58. Ya.G. Sinai. Weak isomorphism of transformations with an invariant measure. Sov. Math.,
Dokl., 3:1725–1729, 1962.

59. Ya.G. Sinai. Construction of Markov partitions. Funct. Anal. Appl., 2:245–253, 1968.
60. Ya.G. Sinai. Markov partitions and C-diffeomorphisms. Funct. Anal. Appl., 2:61–82, 1968.
61. Ya.G. Sinai. Mesures invariantes des Y-systèmes. Actes Congr. Int. Math. 1970, 2, 929–940,

1971.
62. Ya.G. Sinai. Gibbs measures in ergodic theory. Russ. Math. Surv., 27(4):21–69, 1972.
63. Ya.G. Sinai. Finite-dimensional randomness. Russ. Math. Surv., 46(3):177–190, 1991.
64. Ya.G. Sinai. Hyperbolicity and chaos. In Boltzmann’s Legacy 150 Years after His Birth (Rome,

1994), volume 131 of Atti Convegni Lincei, pages 107–110. Accad. Naz. Lincei, Rome, 1997.
65. Ya.G. Sinai. How mathematicians study chaos (in Russian). Mat. Pros., 3(5):32–46, 2001.
66. S. Smale. A structurally stable differentiable homeomorphism with an infinite number of

periodic points. In Qualitative Methods in the Theory of Non-Linear Vibrations (Proc. Internat.
Sympos. Non-linear Vibrations, Vol. II, 1961), pages 365–366. Izdat. Akad. Nauk Ukrain. SSR,
Kiev, 1963.

67. S. Smale. Differentiable dynamical systems. Bull. Amer. Math. Soc., 73:747–817, 1967.
68. D. Szász. Markov approximations and statistical properties of billiards. In H. Holden, R. Piene,

editors The Abel Prize 2013–2017, pages 299–319. Springer, 2019.
69. C.H. Vásquez. Stable ergodicity for partially hyperbolic attractors with positive central

Lyapunov exponents. J. Mod. Dyn., 3(2):233–251, 2009.



Sinai’s Work on Markov Partitions and SRB Measures 285

70. M. Viana. Dynamics: a probabilistic and geometric perspective. In Proceedings of the
International Congress of Mathematicians, Vol. I (Berlin, 1998), number Extra Vol. I, pages
557–578, 1998.

71. Q. Wang and L.-S. Young. Strange attractors with one direction of instability. Comm. Math.
Phys., 218(1):1–97, 2001.

72. L.-S. Young. Statistical properties of dynamical systems with some hyperbolicity. Ann. of
Math. (2), 147(3):585–650, 1998.



Further Developments of Sinai’s Ideas:
The Boltzmann–Sinai Hypothesis

Nándor Simányi

Abstract In this chapter we present a brief survey of the rich and manifold
developments of Sinai’s ideas, dating back to 1963, concerning his exact mathemat-
ical formulation of Boltzmann’s original ergodic hypothesis. These developments
eventually lead to the 2013 proof of the so called “Boltzmann-Sinai Ergodic
Hypothesis”.

1 Preface

In 1963, Ya. G. Sinai [23] formulated a modern version of Boltzmann’s ergodic
hypothesis, what we now call the “Boltzmann–Sinai Ergodic Hypothesis”: The
billiard system of N (N ≥ 2) hard balls of unit mass moving on the flat torus
Tν = Rν/Zν (ν ≥ 2) is ergodic after we make the standard reductions by fixing
the values of trivial invariant quantities. It took 50 years and the efforts of several
people, including Sinai himself, until this conjecture was finally proved. In this short
survey we provide a quick review of the closing part of this process, by showing how
Sinai’s original ideas developed further between 2000 and 2013, eventually leading
to the proof of the conjecture.

2 Posing the Problem: The Investigated Models

Non-uniformly hyperbolic systems (possibly, with singularities) play a pivotal role
in the ergodic theory of dynamical systems. Their systematic study started several
decades ago, and it is not our goal here to provide the reader with a comprehensive
review of the history of these investigations but, instead, we opt for presenting in a
nutshell a cross section of a few selected results.
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In 1939, G.A. Hedlund and E. Hopf [3, 4], proved the hyperbolic ergodicity (i.e.,
full hyperbolicity and ergodicity) of geodesic flows on closed, compact surfaces
with constant negative curvature by inventing the famous method of “Hopf chains”
constituted by local stable and unstable invariant manifolds.

In 1963, Ya. G. Sinai [23] formulated a modern version of Boltzmann’s ergodic
hypothesis, what we call now the “Boltzmann–Sinai Hypothesis”: the billiard
system of N (≥ 2) hard balls of unit mass moving on the flat torus Tν = Rν/Zν

(ν ≥ 2) is ergodic after we make the standard reductions by fixing the values of the
trivial invariant quantities. It took seven years until he proved this conjecture for the
case N = 2, ν = 2 in [24]. Another 17 years later, N. I. Chernov and Ya. G. Sinai
[26] proved the hypothesis for the case N = 2, ν ≥ 2 by also proving a powerful
and very useful theorem on local ergodicity.

In the meantime, in 1977, Ya. Pesin [12] laid down the foundations of his theory
on the ergodic properties of smooth, hyperbolic dynamical systems. Later on, this
theory (nowadays called Pesin theory) was significantly extended by A. Katok and
J-M. Strelcyn [5] to hyperbolic systems with singularities. That theory is already
applicable for billiard systems, too.

Until the end of the 1970s the phenomenon of hyperbolicity (exponential
instability of trajectories) was almost exclusively attributed to some direct geometric
scattering effect, like negative curvature of space, or strict convexity of the
scatterers. This explains the profound shock that was caused by the discovery of
L. A. Bunimovich [1]: Certain focusing billiard tables (like the celebrated stadium)
can also produce complete hyperbolicity and, in that way, ergodicity. It was partly
this result that led to Wojtkowski’s theory of invariant cone fields, [29, 30].

The big difference between the system of two balls in Tν (ν ≥ 2, [26]) and the
system of N (≥ 3) balls in Tν is that the latter one is merely a so called semi-
dispersive billiard system (the scatterers are convex but not strictly convex sets,
namely cylinders), while the former one is strictly dispersive (the scatterers are
strictly convex sets). This fact makes the proof of ergodicity (mixing properties)
much more complicated. In our series of papers jointly written with A. Krámli and
D. Szász [7, 8], and [9], we managed to prove the (hyperbolic) ergodicity of three
and four billiard balls on the toroidal container Tν . By inventing a new topological
methods and the Connecting Path Formula (CPF), in the two-part paper [13, 14], I
proved the (hyperbolic) ergodicity of N hard balls in Tν , provided that N ≤ ν.

The common feature of hard ball systems is—as D. Szász pointed this out first
in [27] and [28]—that all of them belong to the family of so called cylindric
billiards, the definition of which can be found later in this survey. However, the first
appearance of a special, 3-D cylindric billiard system took place in [6], where we
proved the ergodicity of a 3-D billiard flow with two orthogonal cylindric scatterers.
Later D. Szász [28] presented a complete picture (as far as ergodicity is concerned)
of cylindric billiards with cylinders whose generator subspaces are spanned by
mutually orthogonal coordinate axes. The task of proving ergodicity for the first
non-trivial, non-orthogonal cylindric billiard system was taken up in [20].

Finally, in our joint venture with D. Szász [21] we managed to prove the complete
hyperbolicity of typical hard ball systems on flat tori.
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2.1 Cylindric Billiards

Consider the d-dimensional (d ≥ 2) flat torus Td = Rd/L supplied with the
usual Riemannian inner product 〈 . , . 〉 inherited from the standard inner product of
the universal covering space Rd . Here L ⊂ Rd is supposed to be a lattice, i.e., a
discrete subgroup of the additive group Rd with rank(L ) = d . The reason why we
want to allow general lattices other than just the integer lattice Zd , is that otherwise
the hard ball systems would not be covered. The geometry of the structure lattice L
in the case of a hard ball system is significantly different from the geometry of the
standard orthogonal lattice Zd in the Euclidean space Rd .

The configuration space of a cylindric billiard is Q = Td \ (C1 ∪ · · · ∪ Ck),
where the cylindric scatterers Ci (i = 1, . . . , k) are defined as follows:

Let Ai ⊂ Rd be a so called lattice subspace of Rd , which means that rank(Ai ∩
L ) = dimAi . In this case the factor Ai/(Ai ∩ L ) is a subtorus in Td = Rd/L ,
which will be taken as the generator of the cylinder Ci ⊂ Td , i = 1, . . . , k. Denote
by Li = A⊥

i the orthocomplement of Ai in Rd . Throughout this survey we will
always assume that dimLi ≥ 2. Let, furthermore, the numbers ri > 0 (the radii of
the spherical cylinders Ci ) and some translation vectors ti ∈ Td = Rd/L be given.
The translation vectors ti play a crucial role in positioning the cylinders Ci in the
ambient torus Td . Set

Ci =
{
x ∈ T

d : dist (x − ti , Ai/(Ai ∩L )) < ri

}
.

In order to avoid further unnecessary complications, we always assume that the
interior of the configuration space Q = Td \ (C1 ∪ · · · ∪ Ck) is connected. The
phase space M of our cylindric billiard flow will be the unit tangent bundle of Q
(modulo some natural gluings at its boundary), i.e., M = Q × Sd−1. (Here Sd−1

denotes the unit sphere of Rd .)
The dynamical system (M, {St }, μ) that we investigate is called a cylindric

billiard flow. Here St (t ∈ R) is the dynamics defined by uniform motion inside
the domain Q and specular reflections at its boundary (at the scatterers), and μ is
the Liouville measure.

2.2 Transitive Cylindric Billiards

The main conjecture concerning the (hyperbolic) ergodicity of cylindric billiards is
the “Erdőtarcsa conjecture” (named after the picturesque village in rural Hungary
where it was initially formulated) that appeared as Conjecture 1 in Section 3 of [22]:

Conjecture 1 (The Erdőtarcsa Conjecture) A cylindric billiard flow is ergodic if
and only if it is transitive, i.e., the Lie group generated by all rotations across the
constituent spaces of the cylinders acts transitively on the sphere of compound
velocities, see Section 3 of [22]. In the case of transitivity the cylindric billiard
system is actually a completely hyperbolic Bernoulli flow, see [2] and [11].
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The theorem of [15] proves a slightly relaxed version of this conjecture (only
full hyperbolicity without ergodicity) for a wide class of cylindric billiard systems,
namely the so called “transverse systems”, which include every hard ball system.

2.3 Transitivity

Let L1, . . . , Lk ⊂ R
d be subspaces, Ai = L⊥

i , dimLi ≥ 2, i = 1, . . . , k. Set

Gi =
{
U ∈ SO(d) : U ∣∣Ai = IdAi

}
,

and let G = 〈G1, . . . ,Gk〉 ⊂ SO(d) be the algebraic generate of the compact,
connected Lie subgroups Gi in SO(d). The following notions appeared in Section 3
of [22].

Definition 2 We say that the system of base spaces {L1, . . . , Lk} (or, equivalently,
the cylindric billiard system defined by them) is transitive if and only if the group
G acts transitively on the unit sphere Sd−1 of Rd .

Definition 3 We say that the system of subspaces {L1, . . . , Lk} has the Orthogonal
Non-Splitting Property (ONSP) if there is no non-trivial orthogonal splitting Rd =
B1 ⊕ B2 of Rd with the property that for every index i (1 ≤ i ≤ k) Li ⊂ B1 or
Li ⊂ B2.

The next result can be found in Section 3 of [22] (see 3.1–3.6 thereof):

Proposition 4 For the system of subspaces {L1, . . . , Lk} the following three prop-
erties are equivalent:

1. {L1, . . . , Lk} is transitive;
2. {L1, . . . , Lk} has the ONSP;
3. the natural representation of G in Rd is irreducible.

2.4 Transverseness

Definition 5 We say that the system of subspaces {L1, . . . , Lk} of Rd is transverse
if the following property holds: For every non-transitive subsystem {Li : i ∈ I }
(I ⊂ {1, . . . , k}) there exists an index j0 ∈ {1, . . . , k} such that PE+(Aj0) = E+,
whereAj0 = L⊥

j0
, andE+ = span{Li : i ∈ I }. We note that in this case, necessarily,

j0 �∈ I , otherwise PE+ (Aj0) would be orthogonal to the subspace Lj0 ⊂ E+.
Therefore, every transverse system is automatically transitive.

We note that every hard ball system is transverse, see [15]. The main result of
that paper is the following theorem.
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Theorem 6 Assume that the cylindric billiard system is transverse. Then this
billiard flow is completely hyperbolic, i.e., all relevant Lyapunov exponents are
nonzero almost everywhere. Consequently, in such a dynamical system every ergodic
component has positive measure, and the restriction of the flow to each ergodic
component has the Bernoulli property, see [2] and [11].

An immediate consequence of this result is the following result.

Corollary 7 Every hard ball system is completely hyperbolic.

Thus Theorem 6 above generalizes the main result of [21], where the complete
hyperbolicity of almost every hard ball system was proven.

3 Toward Ergodicity

In the series of articles [6, 8, 9, 13], and [14] the authors developed a powerful, three-
step strategy for proving the (hyperbolic) ergodicity of hard ball systems. First of
all, all these proofs are inductions on the numberN of balls involved in the problem.
Secondly, the induction step itself consists of the following three major steps:

3.1 Step I

To prove that every non-singular (i.e., smooth) trajectory segment S[a,b]x0 with a
“combinatorially rich” symbolic collision sequence is automatically sufficient (or,
in other words, “geometrically hyperbolic”), provided that the phase point x0 does
not belong to a countable union J of smooth sub-manifolds with codimension at
least two. (Containing the exceptional phase points.)

Here combinatorial richness means that the symbolic collision sequence of the
orbit segment contains a large enough number of consecutive, connected collision
graphs, see also the introductory section of [21].

The exceptional set J featuring this result is negligible in our dynamical
considerations—it is a so called slim set, i.e., a subset of the phase space M that
can be covered by a countable union

⋃∞
n=1 Fn of closed, zero-measured subsets Fn

of M that have topological co-dimension at least 2.

3.2 Step II

Assume the induction hypothesis, i.e., that all hard ball systems with N ′ balls (2 ≤
N ′ < N) are (hyperbolic and) ergodic. Prove that then there exists a slim set S ⊂ M
with the following property: For every phase point x0 ∈ M \ S the whole trajectory
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S(−∞,∞)x0 contains at most one singularity and its symbolic collision sequence is
combinatorially rich, just as required by the result of Step I.

3.3 Step III

By using again the induction hypothesis, prove that almost every singular trajectory
is sufficient in the time interval (t0, ∞), where t0 is the moment of the singular
reflection, i.e., a tangential reflection or multiple reflections occurring at the same
time. (Here the phrase “almost every” refers to the volume defined by the induced
Riemannian metric on the singularity manifolds.)

We note here that the almost sure sufficiency of the singular trajectories
(featuring Step III) is an essential condition for the proof of the celebrated Theorem
on Local Ergodicity for algebraic semi-dispersive billiards proved by Chernov and
Sinai in [26]. Under this assumption the theorem of [26] states that in any algebraic
semi-dispersive billiard system (i.e., in a system such that the smooth components
of the boundary ∂Q are algebraic hypersurfaces) a suitable, open neighborhood U0
of any hyperbolic phase point x0 ∈ M (with at most one singularity on its trajectory)
belongs to a single ergodic component of the billiard flow.

In an inductive proof of ergodicity, steps I and II together ensure that there exists
an arc-wise connected set C ⊂ M with full measure, such that every phase point
x0 ∈ C is hyperbolic with at most one singularity on its trajectory. Then the cited
Theorem on Local Ergodicity (now taking advantage of the result of Step III) states
that for every phase point x0 ∈ C an open neighborhood U0 of x0 belongs to one
ergodic component of the flow. Finally, the connectedness of the set C andμ(C) = 1
easily imply that the billiard flow with N balls is indeed ergodic, and actually fully
hyperbolic, as well.

In the papers [16, 21], and [17] we investigated systems of hard balls with masses
m1,m2, . . . ,mN (mi > 0) moving on the flat torus Tν

L = Rν/L · Zν , L > 0.
The main results of the papers [16] and [17] are summarized as follows:

Theorem 8 For almost every selection (m1, . . . ,mN ; L) of the external geometric
parameters from the region mi > 0, L > L0(r, ν), where the interior of the phase
space is connected, it is true that the billiard flow

(
Mm,L, {St }, μm,L

)
of the N-

ball system is ergodic and completely hyperbolic. Then, following from the results
of [2] and [11], such a semi-dispersive billiard system actually enjoys the Bernoulli
mixing property, as well.

Remark 9 We note that the results of the papers [16] and [17] nicely complement
each other. They precisely assert the same, almost sure ergodicity of hard ball
systems in the cases ν = 2 and ν ≥ 3, respectively. It should be noted, however,
that the proof of [16] is primarily dynamical-geometric (except the verification
of the Chernov–Sinai Ansatz), whereas the novel parts of [17] are fundamentally
algebraic. We note that the Chernov–Sinai Ansatz claims that almost every singular
trajectory is eventually hyperbolic.
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Remark 10 The above inequality L > L0(r, ν) corresponds to physically relevant
situations. Indeed, in the case L < L0(r, ν) the particles would not have enough
room to even freely exchange positions.

4 The Conditional Proof

In the paper [18] we again considered the system of N (≥ 2) elastically colliding
hard spheres with masses m1, . . . ,mN and radius r on the flat unit torus Tν , ν ≥ 2.
We proved the Boltzmann–Sinai Ergodic Hypothesis, i.e., the full hyperbolicity
and ergodicity of such systems for every selection (m1, . . . ,mN ; r) of the external
parameters, provided that almost every singular orbit is geometrically hyperbolic
(sufficient), i.e., that the so called Chernov–Sinai Ansatz is true. The proof does
not use the formerly developed, rather involved algebraic techniques, instead it
extensively employs dynamical methods and tools from geometric analysis.

To upgrade the full hyperbolicity to ergodicity, one needs to refine the analysis
of the degeneracies, i.e., the set of non-hyperbolic phase points. For hyperbolicity,
it was enough that the degeneracies made a subset of codimension ≥ 1 in the
phase space. For ergodicity, one has to show that its codimension is ≥ 2, or
to find some other ways to prove that the (possibly) arising one-codimensional,
smooth submanifolds of non-sufficiency are incapable of separating distinct, open
ergodic components from each other. The latter approach was successfully pursued
in [18]. In the paper [16], I took the first step in the direction of proving that the
codimension of exceptional manifolds is at least two: It was proved there that the
systems of N ≥ 2 disks on a 2D torus (i.e., ν = 2) are ergodic for typical (generic)
(N + 1)-tuples of external parameters (m1, . . . ,mN, r). The proof involved some
algebro-geometric techniques, thus the result is restricted to generic parameters
(m1, . . . ,mN ; r). But there was a good reason to believe that systems in ν ≥ 3
dimensions would be somewhat easier to handle, at least that was indeed the case in
early studies.

In the paper [17], I was able to improve further the algebro-geometric methods
of [21], and proved that for any N ≥ 2, ν ≥ 2, and for almost every selection
(m1, . . . ,mN ; r) of the external geometric parameters the corresponding system of
N hard balls on T

ν is (fully hyperbolic and) ergodic.
In the paper [18] the following result was obtained.

Theorem 11 For any integer values N ≥ 2, ν ≥ 2, and for every (N + 1)-
tuple (m1, . . . ,mN, r) of the external geometric parameters the standard hard ball
system

(
Mm,r ,

{
Stm,r

}
, μm,r

)
is (fully hyperbolic and) ergodic, provided that the

Chernov–Sinai Ansatz holds true for all such systems.

Remark 12 The novelty of the theorem (as compared to the result in [17]) is
that it applies to every (N + 1)-tuple of external parameters (provided that the
interior of the phase space is connected), without an exceptional zero-measure set.
Somehow, the most annoying shortcoming of several earlier results was exactly
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the fact that those results were only valid for hard sphere systems apart from an
undescribed, countable collection of smooth, proper submanifolds of the parameter
space RN+1 % (m1,m2, . . . ,mN ; r). Furthermore, those proofs do not provide any
effective means to check if a given (m1, . . . ,mN ; r)-system is ergodic or not, most
notably for the case of equal masses in Sinai’s classical formulation of the problem.

Remark 13 The present result speaks about exactly the same models as the result
of [15], but the statement of this new theorem is obviously stronger than that of
the theorem in [15]: It has been known for a long time that, for the family of
semi-dispersive billiards, ergodicity cannot be obtained without also proving full
hyperbolicity.

Remark 14 As it follows from the results of [2] and [11], all standard hard ball
systems (the models covered by the theorems of this survey), once they are proved to
be mixing, they also enjoy the much stronger Bernoulli mixing property. However,
even the K-mixing property of semi-dispersive billiard systems follows from their
ergodicity, as the classical results of Sinai in [24] and [25] show. Here it is
worth noting that in his publication [25] Sinai pays tribute to the late Russian
physicist N. S. Krylov [10], who appeared to be the first physicist pointing out the
potential importance of studying hard sphere systems in order to better understand
Boltzmann’s ergodic hypothesis.

In the subsequent part of this survey we review the necessary technical prereq-
uisites of the proof, along with some of the needed references to the literature. The
fundamental objects of the paper [18] are the so called “exceptional manifolds”
or “separating manifolds” J : they are codimension-one submanifolds of the phase
space that are separating distinct, open ergodic components of the billiard flow.

In §3 of [18] we proved Main Lemma 3.5, which states, roughly speaking, the
following: Every separating manifold J ⊂ M contains at least one sufficient (or
geometrically hyperbolic) phase point. The existence of such a sufficient phase point
x ∈ J , however, contradicts the Theorem on Local Ergodicity of Chernov and Sinai
(Theorem 5 in [26]), since an open neighborhood U of x would then belong to
a single ergodic component, thus violating the assumption that J is a separating
manifold. In §4 this result was exploited to carry out an inductive proof of the
(hyperbolic) ergodicity of every hard ball system, provided that the Chernov–Sinai
Ansatz holds true for all hard ball systems.

In what follows, we make an attempt to briefly outline the key ideas of the proof
of Main Lemma 3.5 of [18]. Of course, this outline will lack the majority of the
nitty-gritty details, technicalities, that constitute an integral part of the proof. The
proof is a proof by contradiction.

We consider the one-sided, tubular neighborhoods Uδ of J with radius δ > 0.
Throughout the whole proof of the main lemma the asymptotics of the measures
μ(Xδ) of certain (dynamically defined) sets Xδ ⊂ Uδ are studied, as δ → 0. We
fix a large constant c3 $ 1, and for typical points y ∈ Uδ \ Uδ/2 (having non-
singular forward orbits and returning to the layer Uδ \Uδ/2 infinitely many times in
the future) we define the arc-length parametrized curves ρy,t (s) (0 ≤ s ≤ h(y, t))
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in the following way: ρy,t emanates from y and it is the curve inside the manifold
Σt

0(y) with the steepest descent towards the separating manifold J . Here Σt
0(y) is

the inverse image S−t
(
Σt

t (y)
)

of the flat, local orthogonal manifold passing through
yt = St (y). The terminal point Π(y) = ρy,t (h(y, t)) of the smooth curve ρy,t is
either

(a) on the separating manifold J , or
(b) on a singularity of order k1 = k1(y).

The case (b) is further split in two sub-cases, as follows:

(b/1) k1(y) < c3;
(b/2) c3 ≤ k1(y) < ∞.

About the set Uδ(∞) of (typical) points y ∈ Uδ \ Uδ/2 with property (a), it
is shown that, actually, Uδ(∞) = ∅. Roughly speaking, the reason for this is the
following: For a point y ∈ Uδ(∞) the iterates St of the flow exhibit arbitrarily
large contractions on the curves ρy,t , thus the infinitely many returns of St (y) to the
layer Uδ \Uδ/2 would “pull up” the other endpoints St (Π(y)) to the region Uδ \ J ,
consisting entirely of sufficient points, and showing that the point Π(y) ∈ J itself
is sufficient, thus violating the assumed hypothesis of the proof by contradiction.

The set Uδ\Uδ(c3) of all phase points y ∈ Uδ\Uδ/2 with the property k1(y) < c3
are dealt with by a lemma, where it is shown that

μ
(
Uδ \ Uδ(c3)

) = o(δ),

as δ → 0. The reason, in rough terms, is that such phase points must lie at the
distance ≤ δ from the compact singularity set

⋃

0≤t≤2c3

S−t
(
SR−) ,

and this compact singularity set is transversal to J , thus ensuring the measure
estimate μ

(
Uδ \ Uδ(c3)

) = o(δ).
Finally, the set Fδ(c3) of (typical) phase points y ∈ Uδ \Uδ/2 with c3 ≤ k1(y) <

∞ is dealt with by Lemmas 3.36, 3.37, and Corollary 3.38 of [18], where it is
shown that μ (Fδ(c3)) ≤ Cδ, with constants C that can be chosen arbitrarily small
by selecting the constant c3 $ 1 big enough. The ultimate reason of this measure
estimate is the following fact: For every point y ∈ Fδ(c3) the projection

Π̃(y) = S
tk1(y) ∈ ∂M

(where tk1(y)
is the time of the k1(y)-th collision on the forward orbit of y) will

have a tubular distance ztub
(
Π̃(y)

)
≤ C1δ from the singularity set SR−∪SR+,

where the constant C1 can be made arbitrarily small by choosing the contraction
coefficients of the iterates Stk1(y) on the curves ρy,tk1(y)

arbitrarily small with the help
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of the fine expansion and contraction estimates published in Appendix B of [18].
The upper measure estimate (inside the set ∂M) of the set of such points Π̃(y) ∈ ∂M
(Lemma 2 in [26]) finally yields the required upper bound μ (Fδ(c3)) ≤ Cδ with
arbitrarily small positive constants C (if c3 $ 1 is big enough).

The listed measure estimates and the obvious fact

μ
(
Uδ \ Uδ/2

) ≈ C2δ

(with some constant C2 > 0, depending only on J ) show that there must exist a
point y ∈ Uδ \Uδ/2 with the property (a) above, thus ensuring the sufficiency of the
point Π(y) ∈ J .

In the closing section of [18] we completed the inductive proof of ergodicity
(with respect to the number of balls N) by utilizing Main Lemma 3.5 and earlier
results from the literature. Actually, a consequence of the Main Lemma will be that
exceptional J -manifolds do not exist, and this will imply the fact that no distinct,
open ergodic components can coexist.

5 Proof of Ansatz

Finally, in the paper [19] we proved the Boltzmann–Sinai Hypothesis for hard
ball systems on the ν-torus Rν/Zν (ν ≥ 2) without any assumed hypothesis or
exceptional model.

As said before, in [18] the Boltzmann–Sinai Hypothesis was proved in full
generality (i.e., without exceptional models), by assuming the Chernov–Sinai
Ansatz.

The only missing piece of the whole puzzle is to prove that no open piece of
a singularity manifold can precisely coincide with a codimension-one manifold
describing the trajectories with a non-sufficient forward orbit segment correspond-
ing to a fixed symbolic collision sequence. This is exactly what we claim in our
Theorem below.

5.1 Formulation of Theorem

Let U0 ⊂ M \ ∂M be an open ball, T > 0, and assume that

(a) ST (U0) ∩ ∂M = ∅,
(b) ST is smooth on U0.

Next we assume that there is a codimension-one, smooth submanifold J ⊂
U0 with the property that for every x ∈ U0 the trajectory segment S[0,T ]x is
geometrically hyperbolic (sufficient) if and only if x �∈ J . (J is a so called non-
hyperbolicity or degeneracy manifold.) Denote the common symbolic collision
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sequence of the orbits S[0,T ]x (x ∈ U0) by Σ = (e1, e2, . . . , en), listed in the
increasing time order. Let ti = t (ei) be the time of the i-th collision, 0 < t1 < t2 <

· · · < tn < T .
Finally we assume that for every phase point x ∈ U0 the first reflection Sτ(x)x in

the past on the orbit of x is a singular reflection (i.e., Sτ(x)x ∈ SR+
0 ) if and only if

x belongs to a codimension-one, smooth submanifold K of U0. For the definition of
the manifold of singular reflections SR+

0 see, for instance, the end of §1 in [18].

Theorem 15 Using all the assumptions and notations above, the submanifolds J
and K of U0 do not coincide.
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Markov Approximations and Statistical
Properties of Billiards

Domokos Szász

Abstract Markov partitions designed by Sinai (Funct Anal Appl 2:245–253, 1968)
and Bowen (Am J Math 92:725–747, 1970) proved to be an efficient tool for
describing statistical properties of uniformly hyperbolic systems. For hyperbolic
systems with singularities, in particular for hyperbolic billiards the construction
of a Markov partition by Bunimovich and Sinai (Commun Math Phys 78:247–
280, 1980) was a delicate and hard task. Therefore later more and more flexible
and simple variants of Markov partitions appeared: Markov sieves (Bunimovich–
Chernov–Sinai, Russ Math Surv 45(3):105–152, 1990), Markov towers (Young,
Ann Math (2) 147(3):585–650, 1998), standard pairs (Dolgopyat). This remarkable
evolution of Sinai’s original idea is surveyed in this paper.

1 Introduction

Mathematical billiards appeared as early as in the early 1910s in the works of the
Ehrenfest couple, [43] (the wind tree model) and of D. König and A. Szűcs, [47]
(billiards in a cube) and a bit later in 1927 in the work of G. Birkhoff, [10] (those in
an oval).1 Ergodic theory itself owes its birth to the desire to provide mathematical
foundations to Boltzmann’s celebrated ergodic hypothesis (cf. [11, 61, 65]). I briefly
went over its history in my article [62] written earlier on the occasion of Sinai’s Abel
Prize. Therefore for historic details I recommend the interested reader to consult
that freely available article. Here I only mention some most relevant facts from it.
In particular, I present here two circumstances:

1Actually the Lorentz gas suggested by H. A. Lorentz in [50] is also a billiard in a space with
infinite invariant measure, cf. Sect. 3 below.
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1. The two most significant problems from physics motivating the initial study of
mathematical billiards were

(a) the ergodic hypothesis and
(b) the goal to understand Brownian motion from microscopic principles.

(In the last decades quantum billiards have also challenged both mathematicians
and physicists and, moreover, in the very last years billiard models of heat
transport have also become attackable.)

2. Sinai himself was aware of and highly appreciated the works of the N. S. Krylov,
the great Russian statistical physicist who—first of all in Russia—brought hard
ball systems, themselves hyperbolic billiards, to the attention of the community
of mathematicians as a hopeful candidate for hyperbolic behavior, and possibly
for ergodic one as well (cf. [48]).

From the side of mathematics the 1960s saw the birth and rapid development of
the theory of smooth hyperbolic dynamical systems with Sinai being one of the
leading creators of this theory. For mathematics Sinai’s 1970 paper [59] introduced
a new object to study: hyperbolic billiards as hyperbolic dynamical systems with
singularities. Later it turned out that this theory also covers basic models of chaos
theory, like the Lorenz system, the Hénon map, logistic maps, etc.

The rich world of hyperbolic billiards and Sinai’s emblematic influence on it is
demonstrated by the fact that no less than three articles of this volume are devoted
to Sinai’s achievements in their theory. Thus I will not address here Sinai’s main
accomplishments in the 1970s and 1980s and some of the most important later
expansions, see paper by Leonid Bunimovich [15], neither will I write about the
progress related to the Boltzmann–Sinai ergodic hypothesis, see paper by Nándor
Simányi [56]. The subject of my article will be restricted to developments related
to establishing statistical properties of hyperbolic billiards. These results grew out
of

• the appearance of the highly efficient method of Markov partitions making
possible to create Markov approximations to obtain statistical properties of
dynamical systems;

• Sinai’s ambition to create a mathematical theory for Brownian motion, a theory
also called the dynamical theory of Brownian motion (cf. [51]). Its final goal
is to derive Brownian motion from microscopic assumptions, in particular from
Newtonian dynamics.

With strong simplifications our topic is the treatment of statistical properties of
hyperbolic billiards via Markov approximations. The main steps in the development
of this theory are, roughly speaking, the following ones:

1. Markov partitions and Markov approximations for Anosov systems (and Axiom
A systems) (cf. [13, 57, 58, 60]);

2. Markov partitions and Markov approximations for 2D Sinai billiards (cf. [16,
17]);

3. Markov sieves and Markov approximations for 2D Sinai billiards (cf. [19, 20]);
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4. Young’s towers for hyperbolic systems with singularities, in particular for 2D
Sinai billiards (cf. [66]);

5. Chernov and Dolgopyat’s method of standard pairs (cf. [22]).

Sinai played a founding and instrumental role in the first three steps. Chernov and
Young wrote an excellent survey [27] on the fourth step also providing a pithy
historical overview about the place of Markov partitions in the theory of dynamical
systems. Referring to it permits me to focus here on the mathematical content of the
exposition. At this point I note that Pesin’s article [53] discusses Markov partitions
and their role in the theory of smooth hyperbolic systems in detail. My major goal
in this paper will be double folded:

• to put Sinai’s most original achievements into perspective;
• provide an idea about the vast and astonishing influence of them.

As the title of this paper suggests we restrict our attention to stochastic properties
of billiards obtained via Markov approximations. Consequently we do not discuss
results obtained through directly functional analytical approach whose one of most
spectacular achievements is the recent work of Baladi–Demers–Liverani, [2] on the
exponential decay of correlations for the 2D finite-horizon Sinai billiard flow.

2 Markov Partitions for Anosov Maps
(and for Axiom A Maps)

Let f be an Anosov diffeomorphism of a compact differentiable manifold M or an
Axiom A diffeo on Λ, one of its basic sets. Markov partitions were first constructed
by Adler and Weiss [1] (and also by Berg [9]) for ergodic algebraic automorphisms
of 2D tori. The goal of [1] was to provide an important and quite spectacular positive
example related to the famous isomorphism problem. Sinai’s general construction
for Anosov maps [57] and its wide-ranging conclusions [58] revealed the sweeping
perspectives of the concept. Then Bowen [13] extended the notion to Axiom A
maps and also gave a completely different construction. In this section we treat both
approaches simultaneously. We also remark that the content of this section finds a
broader exposition in [53].

As to fundamental notions on hyperbolic dynamical systems we refer to [35,
45, 46, 53] while here we are satisfied with a brief summary. If a diffeomorphism
f : M → M has a hyperbolic structure, i.e., a decomposition into expanding vs.
contracting subspaces on its unit tangent bundle T1M , then it is called an Anosov
map. Then there exist two foliations into (global) stable vs. unstable invariant
manifolds {Wu} and {Ws}. Connected, bounded pieces Wu

loc (or Ws
loc) of a Wu (or

of a Ws ) are called local stable (resp. unstable) invariant manifolds. In particular,
for any small ε > 0 denote by Wu

(ε)(x) and Ws
(ε)(x) the ball-like local manifolds

of diameter ε around an x ∈ Wu. For sufficiently small ε the foliations possess
a local product structure: the map [., .] : M × M → M is uniquely defined via
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{[x, y]} = Wu
(ε)(x) ∩Ws

(ε)(y). (We note that all these notions make also sense on a
basic set of an Axiom A diffeo, cf. [53].)

Definition 1 A subset R of small diameter ε is called a parallelogram if it is closed
for the operation [., .] and R = Cl(IntR). (Further notations: Wu

R(x) = Wu(x) ∩ R

and Ws
R(x) = Ws(x) ∩ R.)

Definition 2 (Sinai [57]; Bowen [13]) A cover P = {R1, . . . , Rk} of M with a
finite number of parallelograms with pairwise disjoint interiors is a Markov partition
if for ∀i, j and ∀ ∈ IntRi ∩ f−1IntRj one has

1. Ws
Ri
(x) ⊂ f−1Ws

Rj
(f x)

2. Wu
Rj
(f x) ⊂ fWu

Ri
(x).

The inclusions in the definition imply that, whenever x ∈ IntRi ∩ f−1IntRj ,
then f−1Ws

Rj
(f x) intersects Ri completely and similarly fWu

Ri
(x) intersects Rj

completely (one can also say that these ways of intersections are Markovian). The
simplest example of a Markov partition is the one for the hyperbolic automorphism

T of the 2-torus: T2 = R2/Z2 defined as follows: T x =
(

2 1
1 1

)

x (mod Z2) (see

Fig. 1, cf. [1]).
Note that a Markov partition determines a symbolic dynamics τA. Indeed, let

A = (ai,j )1≤i,j≤k be defined as follows: ai,j = 1 iff IntRi∩f−1IntRj �= ∅ and =
0 otherwise. Let ΣA be the subset of those σ ∈ {1, . . . , k}Z = Σ such that σ ∈ ΣA

iff ∀n ∈ Z axnxn+1 = 1. Then the so-called left-shift τA : ΣA → ΣA is defined
for σ ∈ ΣA by (τAσ)i = σi+1. ΣA is a closed subset of the compact metric space
Σ , a product of discrete spaces and then σA, called a subshift of finite type, is a
homeomorphism. For a σ ∈ ΣA the intersection ∩i∈Zf−iRσi consists of a single
point x which we denote by π(σ) (Figs. 2 and 3).

Fig. 1 Algebraic automorphism of T2: Arnold’s cat
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Fig. 2 The four skew parallelograms form the Markov partition of T2. (They are blank!)

Fig. 3 The four elongated—differently tinted—skew parallelograms are the images of the ele-
ments of the Markov partition of Fig. 2
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Theorem 3 (Sinai [57]; Bowen [13]) π : ΣA → M (or Λ) is a continuous
surjective map and f ◦ π = π ◦ τ .

Theorem 4 (Sinai [58])

1. For any transitive Anosov diffeomorphism f there exists a measure μs , positive
on open subsets, such that it is invariant with respect to f and f is a Kolmogorov-
automorphism.

2. Let ξs = {Ws} be the stable foliation of M . Then the conditional measure
μs( . |Ws) induced on almost every Ws is equivalent to the Riemannian volume
on Ws . (Analogous statement is valid for the unstable foliation, too.)

3. If f is an algebraic Anosov automorphism of M = T
D, D ≥ 2 (its invariant

measure is Lebesgue), then f is metrically conjugate (i.e., isomorphic) to a finite
Markov chain.

4. The previous Markov chain has maximal entropy among all Markov chains on Σ

possessing the same possible transitions.

Claim 1 asserts a very strong ergodic property: Kolmogorov mixing. Never-
theless, it is only a qualitative attribute, similarly to the Bernoulli property, the
strongest possible ergodic one. In the topologically mixing case an Anosov map
is also Bernoulli (cf. [14]). In typical applications to problems of physics one also
needs qualitative control of mixing, for instance when one has to prove a central
limit theorem (CLT). In that respect Claim 3 opened principally fruitful perspectives.
Indeed, for algebraic automorphisms of TD , once they are topologically mixing, the
finite Markov chain arising via the Markov partition is exponentially mixing. In such
cases, if one takes a Hölder observable on TD , then this smoothness combined with
the strong mixing also provides strong stochastic properties, specifically a CLT. In
general, for the study of statistical properties of dynamical systems this approach
makes it possible to set in the arsenal of probability theory. Later we will see
the far-reaching consequences of this development. We note that in the Axiom A
case, Bowen [14] established exponential correlation decay for Hölder functions
and thus implying the CLT for such functions. Claim 4 was the predecessor of
Sinai’s great work [60], where by introducing symbolic dynamics in the presence of
a potential function he connected the theory of dynamical systems with spin models
of equilibrium statistical physics. Later this work led to thermodynamic formalism
for hyperbolic systems, cf. for instance [14].

3 Sinai Billiard and Lorentz Process

A billiard is a dynamical system describing the motion of a point particle in a
connected, compact domain Q ⊂ T| D = RD/ZD . In general, the boundary ∂Q

of the domain is assumed to be piecewise C3-smooth; denote its smooth pieces by
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{∂Qα | 1 ≤ α ≤ J < ∞}. Inside Q the motion is uniform while the reflection at the
boundary ∂Q is elastic (by the classical rule “the angle of incidence is equal to the
angle of reflection”). This dynamics is called the billiard flow. (In what follows we
will mainly restrict our review to the discrete time billiard map.) Since the absolute
value of the velocity is a first integral of motion, the phase space of the billiard flow
is fixed as M = Q × SD−1—in other words, every phase point x is of the form
x = (q, v) with q ∈ Q and v ∈ Rd , |v| = 1. The Liouville probability measure μ

on M is essentially the product of Lebesgue measures, i.e., dμ = const. dqdv (here
the constant is 1/(volQ volSD−1)).

Let n(q) denote the unit normal vector of a smooth component of the boundary
∂Q at the point q , directed inwards Q. Throughout the sequel we restrict our
attention to dispersing billiards: we require that for every q ∈ ∂Q the second
fundamental form K(q) of the boundary component be positive (in fact, uniformly
bounded away from 0).

The boundary ∂Q defines a natural cross-section for the billiard flow. Consider
namely

∂M = {(q, v) | q ∈ ∂Q, 〈v, n(q)〉 ≥ 0}.

The billiard map T is defined as the first return map on ∂M . The invariant measure
for the map is denoted by μ∂ , and we have dμ∂ = const. |〈v, n(q)〉| dqdv (with
const. = 2/(vol∂Q volSD−1)). Throughout the sequel we work with this discrete
time dynamical system.

The Lorentz process (cf. [50]) is the natural ZD cover of the above-described
toric billiard. More precisely: consider Π : RD → TD the factorisation by ZD .
Its fundamental domain D is a cube (semi-open, semi-closed) in RD , so RD =
∪z∈ZD(D + z), where D + z is the translated fundamental domain. We also lift the
scatterers to RD and define the phase space of the Lorentz flow as M̃ = Q̃× SD−1,
where Q̃ = ∪z∈ZD(Q+z). In the non-compact space M̃ the dynamics is denoted by
S̃t and the billiard map on ∂M̃ by T̃ ; their natural projections to the configuration
space Q̃ are denoted by L(t) = L(t; x), t ∈ R+ and L∂

n ∈ Z+ and called (periodic)
Lorentz flows or processes with natural invariant measures μ̃ and μ̃∂ , respectively.

The free flight vector ψ̃ : M̃ → RD is defined as follows: ψ̃(x̃) = q̃(T̃ x̃)− q̃(x̃).

Definition 5 The Sinai-billiard (or the Lorentz process) is said to have finite
horizon if the free flight vector is bounded. Otherwise the system is said to have
infinite horizon.

A Sinai billiard with finite horizon (in a—torus-like—cell of the hexagonal
lattice) is shown on Fig. 4 and one with infinite horizon in T2 on Fig. 5.
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Fig. 4 Sinai billiard with finite horizon (in a—torus-like—cell of the hexagonal lattice)

Fig. 5 Sinai billiard with infinite horizon in T
2
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3.1 Singularities

Tangential Singularities

Consider the set of tangential reflections, i.e.,

S := {(q, v) ∈ ∂M | 〈v, n(q)〉 = 0}.
It is easy to see that the map T is not continuous at the set T −1S . As a consequence,
the (tangential) part of the singularity set for iterates T n, n ≥ 1 is

S (n) =
n⋃

i=1

S −i ,

where in general S k = T kS .

Multiple Collisions

After the billiard trajectory hits ∂Qα1 ∩ ∂Qα2 (for some α1 �= α2), the orbit stops to
be uniquely defined and there arise two—or more—trajectory branches. Denote

R := {(q, v) ∈ ∂M | q ∈ ∂Qα1 ∩ ∂Qα2 for some α1 �= α2}.
Standing assumption We always assume that if q ∈ ∂Qα1 ∩ ∂Qα2 for some α1 �=
α2, then these two smooth pieces meet in q in general position (in the planar case
this implies a non-zero angle between the pieces).

It is easy to see that the map T is not continuous at the set T −1R. As a
consequence, for iterates T n, n ≥ 1 the part of the singularity set, caused by
multiple collisions, is

R(n) =
n⋃

i=1

R−i ,

where in general Rk = T kR.

Handling the Singularities

Here we only give a very rough idea. When hitting any type of singularities the
map is not continuous (the flow is still continuous at tangential collisions, but it
stops being smooth). Consequently, Wu

loc are those connected pieces of Wu which
never hit

Σ∞
n=1(S

(n) ∪R(n))
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in the future. (Reversing time one obtains Ws
loc). The basic observation in Sinai’s

approach to billiards was that these smooth pieces are D − 1-dimensional local
manifolds almost everywhere.

An additional difficulty connected to tangential singularities is that the expansion
rate in the direction orthogonal to the singularities is infinite, a phenomenon
breaking the necessary technical quantitative bounds. The way out was found in
[19] where the authors introduced additional—so called secondary—singularities.
These will further cut Wu,s

loc and in what follows W
u,s
loc will denote these smaller

pieces, themselvesD−1-dimensional local manifolds almost everywhere. (Detailed
exposition of these can be found in [25] in the planar case, and in [4] in the
multidimensional case.)

4 Statistical Properties of 2D Periodic Lorentz Processes

Given the successes of Markov partitions for smooth hyperbolic systems and of
Sinai’s theory of ergodicity for hyperbolic billiards, being a prototype of hyperbolic
systems with singularities, it is a natural idea to extend the method of Markov
partitions to Sinai billiards. Yet, when doing so there arise substantial difficulties.
The most serious one is that basic tools of hyperbolic theory: properties of the
holonomy map (also called canonical isomorphism), distorsion bounds, etc. are only
valid for smooth pieces of the invariant manifolds (maximal such components are
called local invariant manifolds and denoted byWu,s

loc , cf. 3.1.3). These can, however,
be arbitrarily short implying that a Markov partition can only be infinite, not
finite. Technically this means the construction of a countable set of parallelograms
(products of Cantor sets in this case) with an appropriate Markov interlocking; this
is a property which is really hard to control.

Assume we are given a Sinai billiard. In the definition of parallelogram we make
two changes. First, in the operation [., .] we only permit Wu,s

loc and, second, we do
not require R = Cl(IntR) any more. Now we will denote Wu,s

R (x) = W
u,s
loc (x) ∩ R.

Definition 6 (Bunimovich–Sinai [16]; Bunimovich–Chernov–Sinai [20]) A
cover P = {R1, R2, . . . , } of M with a countable number of parallelograms,
satisfying μ1(Ri ∩ Rj) = 0 (∀1 ≤ i < j ), is a Markov partition if one has that if
x ∈ IntRi ∩ f−1IntRj , then

1. Ws
Ri
(x) ⊂ f−1Ws

Rj
(f x)

2. Wu
Rj
(f x) ⊂ fWu

Ri
(x).

From now on we assume that D = 2 and that, unless otherwise stated, the horizon
is finite.
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4.1 Bunimovich–Sinai, 1980

Theorem 7 (Bunimovich–Sinai [16]) Assume that for the billiard in Q = T2 \
ΣJ

j=1Oj the strictly convex obstacles Oj are closed, disjoint with C3-smooth
boundaries. Then for the billiard map T there exists a countable Markov partition
of arbitrarily small diameter.

It is worth mentioning that the statement of Theorem 3 still keeps holding for the
constructed Markov partition. (We also note that a correction and a simplification of
the construction was given in [18, 49].)

In the companion paper [17] the authors elaborate on further important properties
of the constructed Markov partition and prove groundbreaking consequences for the
Lorentz process (Fig. 6). For x = (q, v) ∈ ∂M denote T nx = (q(n), v(n)) and for
x ∈ M̃ the—diffusively—rescaled version of the Lorentz process by

LA(x) = 1√
A
L(At; x) (t ∈ R+).

Theorem 8 (Bunimovich–Sinai [17]) There exists a constant γ ∈ (0, 1) such that
for all sufficiently large n

∣
∣Eμ∂ (v(0)v(n))

∣
∣ ≤ exp(−nγ ).

The proof uses Markov approximation. One of its essential elements is that
a rank function is introduced on elements of the partition: roughly speaking the
smaller the element is, the larger is its rank. Though the tail distribution for the
rank is exponentially decaying nevertheless the well-known Doeblin condition of

Fig. 6 The orbit of a Lorentz
process with finite horizon
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probability theory, ensuring exponential relaxation to equilibrium, does not hold
for one step transition probabilities. Fortunately it does hold for higher step ones,
still with the step size depending on the rank of the element of the partition. This
weaker form of Doeblin property implies that γ is necessarily smaller than 1. Yet
this is a sufficiently strong decay of correlations to imply convergence to Brownian
motion. Assume ν is a probability measure on M̃ supported on a bounded domain
and absolutely continuous with respect to μ̃.

Theorem 9 (Bunimovich–Sinai [17]) With respect to the initial measure ν, as
A → ∞

LA(t) ⇒ BΣ(t)

where BΣ(t) is the planar Wiener process with zero shift and covariance matrix Σ

and the convergence is weak convergence of measures in C[0, 1] (or in C[0,∞]).
Moreover, if the Lorentz process is not localised and the scatterer configuration

is symmetric with respect to the line qx = qy , then Σ is not singular.

4.2 Bunimovich–Chernov–Sinai, 1990–1991

Ten years after the first construction Bunimovich, Chernov, and Sinai revisited
the topic in two companion papers. The authors not only simplified the original
constructions and proofs of [16, 17], but also clarified and significantly weakened
the conditions imposed. Below we summarize the most important attainments.

Wider class of billiards Consider a planar billiard in Q ⊂ T| 2 with piecewise
C3-smooth boundary. Impose the following conditions:

1. If q ∈ ∂Qα1 ∩ ∂Qα2 for some α1 �= α2, then the angle between ∂Qα1 and ∂Qα2

is not zero;
2. There exists a constant K0 = K0(Q) such that the multiplicity of the number of

curves of
⋃n

i=−n(S
−i ∪R−i ) meeting at any point of ∂M is at most K0n;

Theorem 10 (Bunimovich–Chernov–Sinai [20]) Assume that a planar billiard
with finite horizon satisfies the two conditions above. Then for the billiard map T

there exists a countable Markov partition of arbitrarily small diameter.

Extending Theorems 8 and 9 and simplifying the proofs, the three authors could
get the following results. Denote by Hβ, β > 0 the class of β-Hölder functions
h : ∂M → R (i.e., ∃C(h) such that ∀α ≤ J and ∀x, y ∈ ∂Qα we have |h(x) −
h(y)| ≤ C(h)|x − y|β). We note that the sequence Xn = h(T nx) (n ∈ Z) is
stationary with respect to the invariant measure μ∂ on ∂M .
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Theorem 11 (Bunimovich–Chernov–Sinai [19]) Assume the billiard satisfies the
previous two conditions and take a function h ∈ Hβ with Eμ∂ h = 0. Then ∀n ∈ Z

one has

|Eμ∂X0Xn| ≤ C(h)e−a
√
n

where a = a(Q) > 0 only depends on the billiard table.

Theorem 12 (Bunimovich–Chernov–Sinai [19]) Assume the billiard satisfies the
previous two conditions. With respect to the initial measure ν, as A → ∞

LA(t) “ ⇒ ” BΣ(t)

where BΣ(t) is the planar Wiener process with zero shift and covariance matrix Σ

and the convergence “⇒” is weak convergence of finite dimensional distributions.
Moreover, if the Lorentz process is not localised, then Σ is not singular.

It is important to add that these two papers also discuss semi-dispersing billiards
and, in general, provide a lot of important information about the delicate geometry
of various examples. The proofs of Theorems 11 and 12 do not use the Markov
partition of Theorem 10 directly but build up a Markov approximation scheme by
using so-called approximate finite Markov-sieves. An immediate additional success
of the method of Markov sieves was a spectacular physical application. In [31, 32]
the authors could study a billiard-like models under the simultaneous action a
Gaussian thermostat and a small external field. The interesting feature of the model
is that the system is not Hamiltonian and has an attractor. Among other beautiful
results they derive a formula for the rate of entropy production and verify Einstein’s
formula for the diffusion coefficient.

5 Further Progress of Markov Methods

5.1 Markov Towers

Sinai’s ideas on connecting dynamical systems with statistical physics and probabil-
ity theory have been justified by the works mentioned in Sect. 4. It became evident
that billiard models are highly appropriate for understanding classical questions of
statistical physics. Having worked out and having simplified the meticulous details
of Markov approximations, the way opened for further progress.

Young, who had also had experience with other hyperbolic systems with
singularities, like logistic maps and the Hénon map, was able to extract the common
roots of the models. She introduced a fruitful and successful system of axioms under
which one can construct Markov towers, themselves possessing a Markov partition.
A major advantage of her approach was the following: the papers discussed in
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Sect. 4 had showed that, though it was indeed possible, but at the same time rather
hard to construct Markov partitions for billiards directly. An important idea of [66]
is that one can rather use renewal properties of the systems and build Markov towers
instead. A remarkable accomplishment of the tower method was that Young could
improve the stretched exponential bound on correlation decay of Theorem 11 to the
optimal, exponential one. Since this was just one—though much important—from
the applications of her method, in [66] she restricted her discussion to the case of
planar finite-horizon Sinai billiards with C3-smooth scatterers.

Theorem 13 (Young [66]) Assume the conditions of Theorem 7. Then for any β >

0 and for any g, h ∈ Hβ there exist a > 0 and C = C(g, h) such that

1. ∀n ∈ Z one has

|Eμ∂ (g ◦ f n)h− Eμ∂ (g)Eμ∂ (h)| ≤ Ce−an;

2.

1√
n

(
n−1∑

0

g ◦ f n − nEμ∂ (g)

)
distr−−→ N (0, σ ) (n → ∞)

where N(0, σ ) denotes the normal distribution with 0 mean and variance
σ 2 ≥ 0.

Remark 14 Please pay attention to the differences in the assertions of Theo-
rems 8, 12, and 13. The authors of the last two works have not claimed and checked
tightness which was, indeed, settled in [17].

Beside the original paper one can also read [27] describing the ideas in a very
clear way. It is also worth noting that [67] extended the tower method to systems
where the renewal time has a tail decreasing slower than exponential. Young’s
tower method can be considered as a fulfillment of Sinai’s program. Her axioms for
hyperbolic systems with singularities serve as an autonomous—and most popular—
subject and make it possible to discuss wide-ranging delicate stochastic properties of
the systems covered, interesting either from probabilistic or dynamical or physical
point of view. Two examples from the numerous applications are [54] proving large
deviation theorems for systems satisfying Young’s axioms and [52] describing a
recurrence type result in the planar Lorentz process setup.

Unfortunately, without further assumptions the method works so far for the
planar case only. However, in their paper [8] providing an important achievement,
Bálint and Tóth formulated a version of the tower method for multidimensional
billiards under the additional ‘complexity’ hypothesis, whose verification for
multidimensional models is a central outstanding question of the theory.
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5.2 Standard Pairs

Another astonishing development of Markovian tools was the ‘standard pair’
method of Chernov and Dolgopyat [22]. This method has already had remarkable
applications, but so far it is not easy to see where its limits are. As to a recent
utilization we can, for instance, mention that standard pairs have also been applied
to the construction of SRB measures for smooth hyperbolic maps in any dimension;
section 3 of [33] provides a brief introduction to the tool, too. Since—for systems
with singularities—the method of standard pairs does not have until now a clear
survey exposition as [27] is for the tower method, we present very briefly a theorem
showing how it handles Markovity.

Let (∂M, T ,μ∂) be the billiard ball map—for simplicity for a planar billiard. A
standard pair is � = (W, ρ) where W is an unstable curve, ρ is a nice probability
density on W (an unstable curve is a smooth curve in ∂M whose derivatives at every
point lie in the unstable cone). Decompose ∂M into a family of nice standard pairs.
Select a standard pair � = (W, ρ) from this family. Fix a nice function A : M → R.
Then according to the well-known law of total probability

E�(A ◦ T n) =
∑

α

cαnE�αn(A) (1)

where cαn > 0,
∑

α cαn = 1. The T n-image of W is cut to a finite or countable
number of pieces Wαn. Thus �αn = (Wαn, ραn) are disjoint standard pairs with
T nW = ∪αWα,n where ραn is the pushforward of ρ up to a multiplicative factor.

Theorem 15 (Chernov–Dolgopyat [22]; Growth lemma ∼ Markov property) If
n ≥ β3| log length(�)|, then

∑

length(�αn)<ε

cαn ≤ β4ε.

Equation 1 expressed how an unstable curve is partitioned after n iterations.
Among the arising pieces there are, of course, longer and shorter pieces. The
theorem provides a quantitative estimate for the total weight of pieces shorter
than ε. This theorem—a quantitative formulation of Sinai’s traditional billiard
philosophy that ‘expansion prevails partitioning’—was not new, in various forms
it had appeared in earlier works, too. Its consequent application, however, together
with modern formulations of averaging theory and a perturbative study of dynamical
systems, was absolutely innovative and most successful.
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6 Further Successes of Markov Methods

Because of the abundance of related results my summary will be very much selec-
tive. My main guiding principle will be that I try to focus on those developments
that are either directly related to Sinai’s interests or even to the problems he raised
or alternatively show a variety of questions from physics.

6.1 Applications of the Tower Method

1. Already in 1999, Chernov [21] could extend the exponential correlation bound
of [66] to planar billiards with infinite horizon: it holds for Hölder observables.
(The work also contains precious analysis of the growth lemma, of homogeneity
layers, etc.).

2. As mentioned before, the works [31, 32] treated billiards with small external
forces. Chernov, in a series of articles (that started with [29] and ended with
[28]) worked out a comprehensive theory of these models.

3. The methods initiated by Sinai also made it possible to study Sinai billiards with
small holes, a model suggested by physicists. Early answers to the questions were
treated by Markov partitions (cf. [24, 26] in case of Anosov maps) whereas later,
results for billiards were found by applying Young towers (e.g., in [36, 37]).

4. After the CLT of [17] for the Lorentz process, Sinai formulated the question: is
Pólya recurrence true for finite horizon planar billiards? Positive answers were
obtained by [34, 55] and [63]. The latter work accomplished that by proving a
local version of the CLT for the planar finite horizon Sinai billiard (cf. next point,
too).

5. In the planar infinite horizon case the free flight function determining the Lorentz
process is not Hölder (not even bounded), so the correlation bound of [21] is not
applicable to it. In fact, in this case, as forecasted in [12], the scaling of the
Lorentz process, in a limit law like that of Theorems 9 and 12, is different, and
it is

√
n logn rather than

√
n. This was shown in [64], where, by extending the

method of [63], Pólya recurrence was also obtained via an appropriate local limit
theorem. The analogous results for the Lorentz flow with many other interesting
theorems—also in the presence of external field—were obtained in [30] (Fig. 7
on next page).

6. As this was observed in [5], in limit laws for stadium billiards there may arise
limit theorems with both classical and non-classical scaling (cf. previous point).

Applications of the Method of Standard Pairs

Stating the additional step in rough terms, this method, in the context of Markov
approximation tools, can be characterized by two main intertwining advantages:
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Fig. 7 The orbit of a Lorentz process with infinite horizon

first it makes possible to treat systems with two (or several) time scales and second
it is appropriate for a perturbative description of dynamical systems, in particular,
of billiards. The basic reference is [22] though the authors started lecturing about it
as early as in 2005.2

1. Chernov and Dolgopyat [22] provides an important step in the dynamical theory
of Brownian motion: two particles move on a planar Sinai billiard table, with
one of them being an elastic disk much heavier than the other one which a point
particle. Since the motion of the heavy disk is slow, for the point particle—
in short time intervals—statistical properties hold (among the scatterers of
the original Sinai billiard plus the—temporarily fixed—heavy disk particle).
However, when the heavy particle gets close to any of the original scatterers,
then additional phenomena appear and so far this is the limit of the applicability
of the method. Bálint et al. [3] is the first step toward extending the time interval
where the theory is hoped to be applicable.

2. Multiple times scales are treated by standard pairs in [39]. Even though their
model is not a billiard one—actually the dynamics is smooth—the work is
very successful in deriving a mesoscopic, stochastic process from Newtonian,
microscopic laws of motion. This task, also important in a rigorous study of a
heat transport model of physicists (cf. [44]), is the subject of [6, 7] for a billiard
model.

2See, for instance, D. Dolgopyat: Introduction to averaging. Lecture notes, Institut Henri Poincaré,
http://www2.math.umd.edu/~dolgop/IANotes.pdf (2005).

http://www2.math.umd.edu/~dolgop/IANotes.pdf
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3. Another spectacular development was obtained in [23]. The authors were
considering a point particle moving in R2 in the presence of a constant force
among periodically situated strictly convex scatterers (the horizon is assumed to
be finite). They could derive non-classical limit laws both for the velocity and the
position of the particle and moreover, they could also prove the recurrence of the
particle.

4. Sinai raised the following problem in 1981: consider a finite horizon, planar Sinai
billiard and displace one scatterer a bit. Prove for it an analogue of Theorem 12.
This problem was answered by the method of standard pairs in the companion
works [41, 42].

5. Returning to heat conduction: in [40] the authors could derive the heat equation
for a Lorentz process in a quasi one-dimensional tube being long finite and
asymptotically infinite. The boundaries, on the one hand, absorb particles
reaching them and, on the other hand, particles are also injected with energies
corresponding to different temperatures.

Closing this section, I note that despite the striking successes of Markov
approximation techniques, their applicability so far is essentially restricted to two
dimensional models, except perhaps for [33]. Sinai’s original works addressed
explicitly planar models, only. Though the tower method is extended to the
multidimensional case, the ‘complexity condition’ arising in it, has not been checked
hitherto for any multidimensional system, yet it is strongly believed that it does hold
at least in typical cases.

As mentioned earlier many successes of the theory of hyperbolic billiards were
motivated by problems of physics. The recent survey [38], however, shows that, as
usual, there are more open problems than those solved.
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Citation

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2015 to John F. Nash, Jr., Princeton University, and Louis Nirenberg,
Courant Institute, New York University

for striking and seminal contributions to the theory of nonlinear partial differential equations
and its applications to geometric analysis

Partial differential equations are used to describe the basic laws of phenomena in
physics, chemistry, biology, and other sciences. They are also useful in the analysis
of geometric objects, as demonstrated by numerous successes in the past decades.
John Nash and Louis Nirenberg have played a leading role in the development of
this theory, by the solution of fundamental problems and the introduction of deep
ideas. Their breakthroughs have developed into versatile and robust techniques,
which have become essential tools for the study of nonlinear partial differential
equations. Their impact can be felt in all branches of the theory, from fundamental
existence results to the qualitative study of solutions, both in smooth and non-
smooth settings. Their results are also of interest for the numerical analysis of partial
differential equations. Isometric embedding theorems, showing the possibility of
realizing an intrinsic geometry as a submanifold of Euclidean space, have motivated
some of these developments. Nash’s embedding theorems stand among the most
original results in geometric analysis of the twentieth century. By proving that any
Riemannian geometry can be smoothly realized as a submanifold of Euclidean
space, Nash’s smooth (C∞) theorem establishes the equivalence of Riemann’s
intrinsic point of view with the older extrinsic approach. Nash’s non-smooth
(C1) embedding theorem, improved by Kuiper, shows the possibility of realizing
embeddings that at first seem to be forbidden by geometric invariants such as
Gauss curvature; this theorem is at the core of Gromov’s whole theory of convex
integration, and has also inspired recent spectacular advances in the understanding
of the regularity of incompressible fluid flow. Nirenberg, with his fundamental
embedding theorems for the sphere S2 in R3, having prescribed Gauss curvature or
Riemannian metric, solved the classical problems of Minkowski and Weyl (the latter
being also treated, simultaneously, by Pogorelov). These solutions were important,
both because the problems were representative of a developing area, and because
the methods created were the right ones for further applications. Nash’s work
on realizing manifolds as real algebraic varieties and the Newlander–Nirenberg
theorem on complex structures further illustrate the influence of both laureates in
geometry. Regularity issues are a daily concern in the study of partial differential
equations, sometimes for the sake of rigorous proofs and sometimes for the precious
qualitative insights that they provide about the solutions. It was a breakthrough in
the field when Nash proved, in parallel with De Giorgi, the first Hölder estimates for
solutions of linear elliptic equations in general dimensions without any regularity
assumption on the coefficients; among other consequences, this provided a solution
to Hilbert’s 19th problem about the analyticity of minimizers of analytic elliptic
integral functionals. A few years after Nash’s proof, Nirenberg, together with
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Agmon and Douglis, established several innovative regularity estimates for solu-
tions of linear elliptic equations with Lp data, which extend the classical Schauder
theory and are extremely useful in applications where such integrability conditions
on the data are available. These works founded the modern theory of regularity,
which has since grown immensely, with applications in analysis, geometry and
probability, even in very rough, non-smooth situations. Symmetry properties also
provide essential information about solutions of nonlinear differential equations,
both for their qualitative study and for the simplification of numerical computations.
One of the most spectacular results in this area was achieved by Nirenberg in
collaboration with Gidas and Ni: they showed that each positive solution to a large
class of nonlinear elliptic equations will exhibit the same symmetries as those that
are present in the equation itself. Far from being confined to the solutions of the
problems for which they were devised, the results proved by Nash and Nirenberg
have become very useful tools and have found tremendous applications in further
contexts. Among the most popular of these tools are the interpolation inequalities
due to Nirenberg, including the Gagliardo–Nirenberg inequalities and the John–
Nirenberg inequality. The latter governs how far a function of bounded mean
oscillation may deviate from its average, and expresses the unexpected duality of
the BMO space with the Hardy space H 1. The Nash–De Giorgi–Moser regularity
theory and the Nash inequality (first proven by Stein) have become key tools in the
study of probabilistic semigroups in all kinds of settings, from Euclidean spaces to
smooth manifolds and metric spaces. The Nash–Moser inverse function theorem is a
powerful method for solving perturbative nonlinear partial differential equations of
all kinds. Though the widespread impact of both Nash and Nirenberg on the modern
toolbox of nonlinear partial differential equations cannot be fully covered here, the
Kohn–Nirenberg theory of pseudo-differential operators must also be mentioned.
Besides being towering figures, as individuals, in the analysis of partial differential
equations, Nash and Nirenberg influenced each other through their contributions
and interactions. The consequences of their fruitful dialogue, which they initiated in
the 1950s at the Courant Institute of Mathematical Sciences, are felt more strongly
today than ever before.
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John F. Nash, Jr. and Louis Nirenberg at the Abel Monument, 2015. (Photo: Harald Hanche-Olsen)



Autobiography

John Forbes Nash

My beginning as a legally recognized individual occurred on June 13, 1928 in
Bluefield, West Virginia, in the Bluefield Sanitarium, a hospital that no longer exists.
Of course I can’t consciously remember anything from the first 2 or 3 years of my
life after birth. (And, also, one suspects, psychologically, that the earliest memories
have become “memories of memories” and are comparable to traditional folk tales
passed on by tellers and listeners from generation to generation.) But facts are
available when direct memory fails for many circumstances.

My father, for whom I was named, was an electrical engineer and had come
to Bluefield to work for the electrical utility company there which was and is the
Appalachian Electric Power Company. He was a veteran of WW1 and had served
in France as a lieutenant in the supply services and consequently had not been in
actual front lines combat in the war. He was originally from Texas and had obtained
his B.S. degree in electrical engineering from Texas Agricultural and Mechanical
(Texas A. and M.).

My mother, originally Margaret Virginia Martin, but called Virginia, was herself
also born in Bluefield. She had studied at West Virginia University and was a
school teacher before her marriage, teaching English and sometimes Latin. But my
mother’s later life was considerably affected by a partial loss of hearing resulting
from a scarlet fever infection that came at the time when she was a student at WVU.

From Les Prix Nobel. The Nobel Prizes 1994, Editor Tore Frängsmyr, [Nobel Foundation],
Stockholm, 1995. ©The Nobel Foundation 1994.

Electronic Supplementary Material The online version of this chapter (https://doi.org/10.1007/
978-3-319-99028-6_16) contains supplementary material, which is available to authorized users.

John Forbes Nash was deceased at the time of publication.
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Her parents had come as a couple to Bluefield from their original homes in
western North Carolina. Her father, Dr. James Everett Martin, had prepared as a
physician at the University of Maryland in Baltimore and came to Bluefield, which
was then expanding rapidly in population, to start up his practice. But in his later
years Dr. Martin became more of a real estate investor and left actual medical
practice. I never saw my grandfather because he had died before I was born but
I have good memories of my grandmother and of how she could play the piano at
the old house which was located rather centrally in Bluefield.

A sister, Martha, was born about two and a half years later than me on November
16, 1930.

I went to the standard schools in Bluefield but also to a kindergarten before
starting in the elementary school level. And my parents provided an encyclopedia,
Compton’s Pictured Encyclopedia, that I learned a lot from by reading it as a child.
And also there were other books available from either our house or the house of the
grandparents that were of educational value.

Bluefield, a small city in a comparatively remote geographical location in the
Appalachians, was not a community of scholars or of high technology. It was a
center of businessmen, lawyers, etc. that owed its existence to the railroad and
the rich nearby coal fields of West Virginia and western Virginia. So, from the
intellectual viewpoint, it offered the sort of challenge that one had to learn from the
world’s knowledge rather than from the knowledge of the immediate community.

By the time I was a student in high school I was reading the classic “Men of
Mathematics” by E.T. Bell and I remember succeeding in proving the classic Fermat
theorem about an integer multiplied by itself p times where p is a prime.

I also did electrical and chemistry experiments at that time. At first, when asked
in school to prepare an essay about my career, I prepared one about a career as an
electrical engineer like my father. Later, when I actually entered Carnegie Tech. in
Pittsburgh I entered as a student with the major of chemical engineering.

Regarding the circumstances of my studies at Carnegie (now Carnegie Mellon
U.), I was lucky to be there on a full scholarship, called the George Westinghouse
Scholarship. But after one semester as a chem. eng. student I reacted negatively to
the regimentation of courses such as mechanical drawing and shifted to chemistry
instead. But again, after continuing in chemistry for a while I encountered difficul-
ties with quantitative analysis where it was not a matter of how well one could think
and understand or learn facts but of how well one could handle a pipette and perform
a titration in the laboratory. Also the mathematics faculty were encouraging me to
shift into mathematics as my major and explaining to me that it was not almost
impossible to make a good career in America as a mathematician. So I shifted again
and became officially a student of mathematics. And in the end I had learned and
progressed so much in mathematics that they gave me an M.S. in addition to my
B.S. when I graduated.

I should mention that during my last year in the Bluefield schools that my
parents had arranged for me to take supplementary math. courses at Bluefield
College, which was then a 2-year institution operated by Southern Baptists. I didn’t
get official advanced standing at Carnegie because of my extra studies but I had
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advanced knowledge and ability and didn’t need to learn much from the first math.
courses at Carnegie.

When I graduated I remember that I had been offered fellowships to enter as a
graduate student at either Harvard or Princeton. But the Princeton fellowship was
somewhat more generous since I had not actually won the Putnam competition
and also Princeton seemed more interested in getting me to come there. Prof.
A.W. Tucker wrote a letter to me encouraging me to come to Princeton and from
the family point of view it seemed attractive that geographically Princeton was
much nearer to Bluefield. Thus Princeton became the choice for my graduate study
location.

But while I was still at Carnegie I took one elective course in “International
Economics” and as a result of that exposure to economic ideas and problems, arrived
at the idea that led to the paper “The Bargaining Problem” which was later published
in Econometrica. And it was this idea which in turn, when I was a graduate student
at Princeton, led to my interest in the game theory studies there which had been
stimulated by the work of von Neumann and Morgenstern.

As a graduate student I studied mathematics fairly broadly and I was fortunate
enough, besides developing the idea which led to “Non-Cooperative Games”, also
to make a nice discovery relating to manifolds and real algebraic varieties. So I
was prepared actually for the possibility that the game theory work would not be
regarded as acceptable as a thesis in the mathematics department and then that I
could realize the objective of a Ph.D. thesis with the other results.

But in the event the game theory ideas, which deviated somewhat from the
“line” (as if of “political party lines”) of von Neumann and Morgenstern’s book,
were accepted as a thesis for a mathematics Ph.D. and it was later, while I was
an instructor at M.I.T., that I wrote up Real Algebraic Manifolds and sent it in for
publication.

I went to M.I.T. in the summer of 1951 as a “C.L.E. Moore Instructor”. I had been
an instructor at Princeton for 1 year after obtaining my degree in 1950. It seemed
desirable more for personal and social reasons than academic ones to accept the
higher-paying instructorship at M.I.T.

I was on the mathematics faculty at M.I.T. from 1951 through until I resigned
in the spring of 1959. During academic 1956–1957 I had an Alfred P. Sloan grant
and chose to spend the year as a (temporary) member of the Institute for Advanced
Study in Princeton.

During this period of time I managed to solve a classical unsolved problem
relating to differential geometry which was also of some interest in relation to the
geometric questions arising in general relativity. This was the problem to prove the
isometric embeddability of abstract Riemannian manifolds in flat (or “Euclidean”)
spaces. But this problem, although classical, was not much talked about as an
outstanding problem. It was not like, for example, the 4-color conjecture.

So as it happened, as soon as I heard in conversation at M.I.T. about the question
of the embeddability being open I began to study it. The first break led to a curious
result about the embeddability being realizable in surprisingly low-dimensional
ambient spaces provided that one would accept that the embedding would have only
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limited smoothness. And later, with “heavy analysis”, the problem was solved in
terms of embeddings with a more proper degree of smoothness.

While I was on my “Sloan sabbatical” at the IAS in Princeton I studied another
problem involving partial differential equations which I had learned of as a problem
that was unsolved beyond the case of 2 dimensions. Here, although I did succeed in
solving the problem, I ran into some bad luck since, without my being sufficiently
informed on what other people were doing in the area, it happened that I was
working in parallel with Ennio de Giorgi of Pisa, Italy. And de Giorgi was first
actually to achieve the ascent of the summit (of the figuratively described problem)
at least for the particularly interesting case of “elliptic equations”.

It seems conceivable that if either de Giorgi or Nash had failed in the attack on
this problem (of a priori estimates of Holder continuity) then that the lone climber
reaching the peak would have been recognized with mathematics’ Fields medal
(which has traditionally been restricted to persons less than 40 years old).

Now I must arrive at the time of my change from scientific rationality of thinking
into the delusional thinking characteristic of persons who are psychiatrically
diagnosed as “schizophrenic” or “paranoid schizophrenic”. But I will not really
attempt to describe this long period of time but rather avoid embarrassment by
simply omitting to give the details of truly personal type.

While I was on the academic sabbatical of 1956–1957 I also entered into
marriage. Alicia had graduated as a physics major from M.I.T. where we had met
and she had a job in the New York City area in 1956–1957. She had been born in
El Salvador but came at an early age to the U.S. and she and her parents had long
been U.S. citizens, her father being an M.D. and ultimately employed at a hospital
operated by the federal government in Maryland.

The mental disturbances originated in the early months of 1959 at a time when
Alicia happened to be pregnant. And as a consequence I resigned my position
as a faculty member at M.I.T. and, ultimately, after spending 50 days under
“observation” at the McLean Hospital, travelled to Europe and attempted to gain
status there as a refugee.

I later spent times of the order of 5–8 months in hospitals in New Jersey, always
on an involuntary basis and always attempting a legal argument for release.

And it did happen that when I had been long enough hospitalized that I would
finally renounce my delusional hypotheses and revert to thinking of myself as a
human of more conventional circumstances and return to mathematical research. In
these interludes of, as it were, enforced rationality, I did succeed in doing some
respectable mathematical research. Thus there came about the research for “Le
Problème de Cauchy pour les Équations Différentielles d’un Fluide Général”; the
idea that Prof. Hironaka called “the Nash blowing-up transformation”; and those of
“Arc Structure of Singularities” and “Analyticity of Solutions of Implicit Function
Problems with Analytic Data”.

But after my return to the dream-like delusional hypotheses in the later 1960s
I became a person of delusionally influenced thinking but of relatively moderate
behavior and thus tended to avoid hospitalization and the direct attention of
psychiatrists.
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Thus further time passed. Then gradually I began to intellectually reject some of
the delusionally influenced lines of thinking which had been characteristic of my
orientation. This began, most recognizably, with the rejection of politically-oriented
thinking as essentially a hopeless waste of intellectual effort.

So at the present time I seem to be thinking rationally again in the style that is
characteristic of scientists. However this is not entirely a matter of joy as if someone
returned from physical disability to good physical health. One aspect of this is that
rationality of thought imposes a limit on a person’s concept of his relation to the
cosmos. For example, a non-Zoroastrian could think of Zarathustra as simply a
madman who led millions of naive followers to adopt a cult of ritual fire worship.
But without his “madness” Zarathustra would necessarily have been only another of
the millions or billions of human individuals who have lived and then been forgotten.

Statistically, it would seem improbable that any mathematician or scientist, at the
age of 66, would be able through continued research efforts, to add much to his or
her previous achievements. However I am still making the effort and it is conceivable
that with the gap period of about 25 years of partially deluded thinking providing
a sort of vacation my situation may be atypical. Thus I have hopes of being able to
achieve something of value through my current studies or with any new ideas that
come in the future.
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Abstract The life and work of John Forbes Nash, Jr.

A few years ago another journalist and I went to St. Petersburg to track down the
Russian mathematician who had solved the Poincare Conjecture. Described in the
media as a hermit with wild hair and long nails, Grigori Perelman had dropped out
of the mathematics community, and given every indication of intending to turn down
a Fields medal. His extraordinary decision to refuse the ne plus ultra of honors for a
young mathematician—and a Chinese-American rival’s attempt to claim credit for
solving the 200-year-old problem—was a terrific story. . . but only if we could find
Perelman and convince him to talk to us.

After four frustrating days of searching St. Petersburg we had found no one who
had seen Perelman in years or had any clue to his whereabouts. The notes we left
outside what we thought might be his apartment remained untouched. A neighbor
told us that she had never seen the flat’s occupant. But then, by chance, after we
had given up, we stumbled onto his mother’s apartment. . . A moment or two later, I
was introducing myself to the alleged “hermit,” a scholarly looking, youngish man
neatly dressed in a sports jacket and Italian loafers. We had apparently interrupted
him while he was watching a soccer match on big TV.

I started to say that we were doing a piece for the New Yorker magazine when
Perelman interrupted: “You’re a writer?” he asked in flawless English. “I didn’t read
the book, but I saw the movie with Russell Crowe.”

I shall not look upon his like again.
Hamlet, Act 1, Scene 2

A father once asked me after a talk if John Nash’s life was more important than
that of his son who also suffered from schizophrenia. Of course not, I answered. But
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some lives resonate more, touch more of us. John Nash’s life was one of these partly
because it was so many things: a drama about the mystery of the human mind, an
epic of a creative genius, a tale of triumph over incredible adversity, and, not least,
a love story.

At one point in the movie, when it looked as if things were all over for Nash, his
wife Alicia took his hand, placed it over her heart, and said, “I have to believe that
something extraordinary is possible.”

Something extraordinary was possible.
Those of you who are mathematicians have probably studied or used one of

Nash’s stunning contributions to mathematics. I’m going to tell you about the man.
Not, almost certainly, what he would have said about himself had he lived to write
an autobiographical essay, but some of the things I learned, first, as a New York
Times reporter, then, his un-authorized biographer, and, later, simply as a friend.

Before I studied economics, I majored in literature. Starting with the myths of
Icarus and Faust, there are many, many stories about the meteoric rise and equally
meteoric fall of a remarkable individual. There are very few stories—much less true
ones—with a genuine third act. But Nash’s life had such a third act.

That third act drew me to his story in the first place. In the early 1990s at the
Times, I heard a rumor that a mad mathematician at Princeton University was
probably on a short list for a Nobel prize in economics. Nash was hardly a household
name, but everyone who had studied economics, as I did in graduate school, was
familiar with game theory and the so-called “Nash equilibrium.”

Two or three phone calls later, I had learned that by the time he was 30 years
old, Nash was a celebrity in the rarified world of mathematics. As a brilliant student
at Princeton in the late 1940s, and a rising star on the MIT faculty in the 1950s,
before he had succumbed to the most devastating of mental illnesses, he made major
contributions not only in game theory for which he would one day win a Nobel, but
to several branches of pure mathematics.

Over the next three decades, the ideas Nash had when he was in his twenties
had become influential in disciplines as disparate as economics and biology,
algebraic geometry and partial differential equations. But, Nash, the man, was all
but forgotten.

Generations of students at Princeton University knew him only as the Phantom
of Fine Hall, a silent, ghost-like figure who left mysterious messages on the
blackboards of Fine Hall. A lot of people like me who knew of Nash’s work simply
assumed that he had died long ago.

I was naturally intrigued to learn that Nash was alive, apparently recovered from
a disease widely considered incurable, and possibly soon to be the recipient of the
ultimate intellectual honor. That someone who had been lost for so long could be
found again—that someone who had fallen so far could come back—struck me as
incredible, something plucked from a fairy tale, a Greek myth, or a Shakespeare
tragedy.

He was a man. Take him as all in all
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John with sister Martha circa 1939. (Courtesy of Martha Nash Legg and John D. Stier)

Act One of Nash’s life is the story of creative genius. John Forbes Nash Jr. was
born in Bluefield in West Virginia coal country on the eve of the Great Depression.
He was a peculiar, solitary, precocious child. Other children called him Bug Brains.
He amused himself in un-childlike ways. At 10, he was doing sophisticated chemical
experiments and tricking other children with electrical shocks. At 15, he was
building pipe bombs. . . and simultaneously re-proving classical theorems by great
mathematicians of the past such as Fermat and Gauss.

The summer that World War II ended, the 16 year old Nash went off to Carnegie
Tech in Pittsburgh, Pennsylvania to become an engineer like his father. Within
months, his professors spotted him as “a young Gauss”—a mathematical prodigy
of extraordinary promise.

Three years later they sent him off to Princeton with what was likely the shortest
letter of recommendation in the university’s history. It consisted of a single line:
“This man is a genius.”

By the late 1940s, Princeton had become home to the popes of Twentieth-century
science: Albert Einstein, Kurt Goedel, Robert Oppenheimer, John von Neumann. A
classmate of Nash’s, the mathematician John Milnor, recalled, “The notion was that
the human mind could accomplish anything with mathematical ideas.”

Nash attracted attention as soon as he landed at the center of the mathematical
universe. “Genius” was not then the overused term that it has since become. The old
Webster’s Dictionary defined genius as “transcendent mental superiority,” but added
that such superiority had to be of a “peculiar, distinctive or identifying character.”

At 19, Nash was conspicuous for his movie star looks and his Olympian
manner. Over 6 ft tall and heavily muscled, he spoke in a soft southern drawl.
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His manners and dress were also southern, slightly formal. But his classmates
considered him “weird” “haughty” “spooky.” He wore his fingernails unusually
long. His conversation had a stilted, ornamental quality. He avoided classes as a
matter of principle. He rarely opened a book, telling classmates that he did not wish
to endanger his originality. On the few occasions when he was spotted in the Fine
Hall library, he would be lying on one of the tables, his arms folded behind his head,
staring up at the ceiling.

Like the Cambridge mathematician GH Hardy, Nash thought of mathematics
as a ferociously competitive sport. “I imagine that by now you are indeed used to
miscalculation,” sneers the Russell Crowe’s character to a rival. “What if you never
come up with your original idea? What if you lose?,” says the other man as he beats
Nash at Go. For Nash, who craved recognition, mathematics was about winning.
He wasn’t alone either. “Competitiveness, It was sort of like breathing,” another
graduate student told me. “We thrived on it.” Nash may have skipped lectures, but
he never missed afternoon tea. That’s where the graduate students and professors
played Kriegspiel and Go and traded put downs and mathematical gossip. “Trivial”
was Nash’s pet putdown. “Hacker” was another. Ranking students and professors—
with himself in the Number One spot—was a favorite pastime. He was by no means
a brilliant chess player, only an unusually aggressive one. “He managed not just to
overwhelm me but to destroy me by pretending to have made a mistake,” recalled a
man who had made the mistake of challenging Nash to a game.

Outside of the common room, Nash was always pacing. Always whistling Bach.
Or riding a bicycle peremptorily commandeered from one of the racks outside the
graduate students’ residence in tight, concentric circles. Always, it seemed, he was
working inside his own head. Lloyd Shapley, a game theoriest and friendly rival
of Nash’s at Princeton who won a Nobel in 2012, admitted, “He was obnoxious,
immature, a brat. What redeemed him was a keen, logical, beautiful mind.”

His ambition was awesome. Milnor, a freshman the year that Nash entered the
Ph.D. program, ‘It was as if he wanted to rediscover, for himself, 300 years of
mathematics.’ Always on the lookout for a straight line to fame, Nash would corner
visiting lecturers, clipboard and writing pad in hand. “He was very much aware of
unsolved problems,” said Milnor. “He really cross-examined people.”

But he was also bursting with his own ideas. Norman Steenrod, Nash’s faculty
adviser, recalled:

“During his first year of graduate work, he presented me with a characterization
of a simple closed curve in the plane. This was essentially the same one given
by Wilder in 1932. Some time later he devised a system of axioms for topology
based on the primitive concept of connectedness. I was able to refer him to papers
by Wallace. During his second year, he showed me a definition of a new kind of
homology group which proved to be the same as the Reidemeister group based on
homotopy chains.”

One afternoon during Nash’s first term at Princeton, John von Neumann, the
great, the Hungarian polymath best known as a father of the atomic bomb and the
digital computer, was in the common room when he noticed two students hunched
over a rhombus covered in hexagons and black and white go stones . “What they
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were playing, he asked a colleague?” “Nash,” came the answer, “Nash.” Parker Bros.
later called Nash’s nifty game, which was invented independently by the Danish
mathematician and poet Piet Hein, “Hex.”

Nash proved a beautiful and surprising theorem showing that the player who
makes the first move can always win. But his own story proves that in real life—as
opposed to the game—outcomes aren’t necessarily determined by the first move, or
the second, or even the 50th.

Rebecca West, the English novelist and lover of H. G. Wells, once described
genius as “the abnormal justifying itself.” Excluded and isolated the genius tries to
win acceptance, she speculated, by “some magnificent act of creation.” For John
Nash several such magnificent acts were to follow before the curtain fell.

Nash’s playful foray into mathematical games foreshadowed a far more serious
involvement in a novel branch of mathematics. Today, the language of game theory
permeates the social sciences. In 1948, game theory was brand-new and very much
in the air at Princeton’s Fine Hall.

The notion that games could be used to analyze strategic thinking has a long
history. Such games as Kriegspiel, a form of blind chess, were used to train Prussian
officers. And renowned mathematicians like Emile Borel, Ernst Zermelo, and Hugo
Steinhaus studied parlor games to derive novel mathematical insights. The first
formal attempt to create a theory of games was von Neumann’s 1928 article, “Zur
Theorie der Gesellschaftsspiele,” in which he developed the concept of strategic
interdependence.

But game theory as a basic paradigm for studying decision making in situations
where one actor’s best options depend on what others do did not come into its
own until World War II when the British navy used it to improve its hit rate in
the campaign against German submarines. Social scientists discovered it in 1944
when von Neumann and the Princeton economist Oskar Morgenstern published
their masterpiece, Theory of Games and Economic Behavior, the first attempt to
derive logical and mathematical rules about social dynamics, strategies involving
conflict and cooperation. The authors predicted that game theory would eventually
do for the study of market what calculus had done for physics in Newton’s day.
Von Neumann’s interest in the field lent it irresistible cache for Nash and his fellow
graduate students in mathematics.

Nash wrote his first major paper—his now-classic article on bargaining—while
attending Albert Tucker’s weekly game theory seminar during his first year at
Princeton. That is also where he met von Neumann and Morgenstern for the first
time. But he had come up with the basic idea as an undergraduate at Carnegie Tech
in the only economics course—international trade—he ever took.

Bargaining had long posed a conundrum for economists. Despite the rise of
the marketplace with millions of buyers and sellers who never interact directly,
one-on-one deals—between individuals, corporations, governments, or unions—
have always been a ubiquitous feature economic life. Yet, before Nash, economists
assumed that the outcome of a two-way bargaining was determined by psychology
and was therefore outside the realm of economics. (Think of Donald Trump’s The
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Art of the Deal.) They had no formal framework for thinking about how parties to a
bargain would interact or how they would split the pie.

Obviously, each participant in a negotiation expects to benefit more by coop-
erating than by acting alone. Equally obviously, the terms of the deal depend on
the bargaining power of each. Beyond this, economists had little to add. No one
had discovered principles by which to winnow unique predictions from a large
number of potential outcomes. Little if any progress had been made since Edgeworth
conceded, in 1881, “The general answer is . . . contract without competition is
indeterminate.”

In their game theory opus, von Neumann and Morgenstern suggested that “a
real understanding” of bargaining lay in defining bilateral exchange as a “game
of strategy.” But they, too, came up empty. It is easy to see why: real-life
negotiators have an overwhelming number of potential strategies to choose from—
what offers to make, when to make them, what information, threats, or promises to
communicate, and so on.

Nash took a novel tack: he simply finessed the process. He visualized a deal as
the outcome of either a process of negotiation or else independent strategizing by
individuals each pursuing his own interest. Instead of defining a solution directly, he
asked what reasonable conditions any division of gains from a bargain would have
to satisfy. He then posited four conditions and, using an ingenious mathematical
argument, showed that, if the axioms held, a unique solution existed that maximized
the product of the participants’ utilities.

Essentially, he reasoned, how gains are divided reflects how much the deal
is worth to each party and what other alternatives each has. By formulating the
bargaining problem simply and precisely, Nash showed that a unique solution
exists for a large class of such problems. His approach has become the standard
way of modeling the outcomes of negotiations in a huge theoretical literature
spanning many fields, including labor-management negotiations and international
trade agreements.

Nash was naturally irreverent and iconoclastic. When Princeton asked him, on
his graduate school application, for his religion, he wrote “Shinto.” When he cast
about for a thesis topic, he zeroed in on a problem that he knew had eluded the great
von Neumann.

A mere 14 months after he enrolled at Princeton, Nash discovered the original
idea that got him a Princeton doctorate in 1950 a few days short of his 21st birthday
and would ultimately lead to a Nobel. Ironically, it failed to impress Princeton’s
pure mathematicians. Most considered game theory slightly déclassé because it was
actually. . . useful.

Since 1950, the Nash equilibrium has become “the analytical structure for
studying all situations of conflict and cooperation.” Nash made his breakthrough at
the beginning of his second year at Princeton. As soon as he described his idea David
Gale, a fellow graduate student, the latter insisted Nash “plant a flag” by submitting
the result as a note to the Proceedings of the National Academy of Sciences. In the
note, “Equilibrium Points in n-Person Games,” Nash gives the general definition of
equilibrium for a large class of games and provides a proof using the Kakutani fixed
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Graduation from Princeton 1950. (Courtesy of Martha Nash Legg and John D. Stier)

point theorem to establish that equilibria in randomized strategies must exist for any
finite normal form game.

After wrangling for months with Al Tucker, his thesis adviser, Nash provided
an elegantly concise doctoral dissertation which contained a second, alternative
proof, using the Brouwer fixed point theorem. In his thesis, titled “Non-Cooperative
Games,” Nash drew the all-important distinction between games where players act
on their own “without collaboration or communication with any of the others,” and
ones where players have opportunities to share information, make deals, and join
coalitions. Nash’s theory of games—especially his notion of equilibrium for such
games—significantly extended the boundaries of economics as a discipline.

All social, political, and economic theory is about interaction among individuals,
each of whom pursues his own objectives (whether altruistic or selfish). Before
Nash, economics had only one way of formally describing how economic agents
interact, namely, the impersonal market. Classical economists like Adam Smith
assumed that each participant regarded the market price beyond his control and
simply decided how much to buy or sell. By some means—i.e., Smith’s famous
Invisible Hand—a price emerged that brought overall supply and demand into
balance.
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Even in economics, the market paradigm sheds little light on less impersonal
forms of interaction between individuals with greater ability to influence outcomes.
For example, even in markets with vast numbers of buyers and sellers, individuals
have information that others do not, and decide how much to reveal or conceal and
how to interpret information revealed by others. And in sociology, anthropology, and
political science, the market as explanatory mechanism was even more undeveloped.
A new paradigm was needed to analyze a wide array of strategic interactions and to
predict their results.

Nash’s solution concept for games with many players provided that alternative.
Economists usually assume that each individual will act to maximize his or her
own objective. The concept of the Nash equilibrium, as Roger Myerson has pointed
out, is essentially the most general formulation of that assumption. Nash formally
defined equilibrium of a non-cooperative game to be “a configuration of strategies,
such that no player acting on his own can change his strategy to achieve a better
outcome for himself.” The outcome of such a game must be a Nash equilibrium
if it is to conform to the assumption of rational individual behavior. That is, if the
predicted behavior doesn’t satisfy the condition for Nash equilibrium, then there
must be at least one individual who could achieve a better outcome if she were
simply made aware of her own best interests.

In one sense, Nash made game theory relevant to economics by freeing it from
the constraints of von Neumann and Morgenstern’s two-person, zero-sum theory.
By the time he was writing his thesis, even the strategists at RAND had come to
doubt that nuclear warfare, much less post-war reconstruction, could usefully be
modeled as a game in which the enemy’s loss was a pure gain for the other side.

Nash had the critical insight that most social interactions involve neither pure
competition nor pure cooperation but rather a mix of both. From a perspective of half
a century later, Nash did much more than that. After Nash, the calculus of rational
choice could be applied to situations beyond the market itself to analyze the system
of incentives created by any social institution. Myerson’s eloquent assessment of
Nash’s influence on economics is worth quoting at length:

Before Nash, price theory was the one general methodology available to eco-
nomics. The power of price theory enabled economists to serve as highly valued
guides in practical policy making to a degree that was not approached by scholars in
any other social science. But even within the traditional scope of economics, price
theory has serious limits. Bargaining situations where individuals have different
information . . . the internal organization of a firm . . . the defects of a command
economy . . . crime and corruption that undermine property rights. . . . and so on.

The broader analytical perspective of non-cooperative game theory has liberated
practical economic analysis from these methodological restrictions. Methodological
limitations no longer deter us from considering market and non-market systems
on an equal footing, and from recognizing the essential interconnections between
economic, social, and political institutions in economic development. By accepting
non-cooperative game theory as a core analytical methodology alongside price
theory, economic analysis has returned to the breadth of vision that characterized
the ancient Greek social philosophers who gave economics its name.
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Von Neumann, the dominant figure in mathematics at the time, didn’t think
much of the Nash equilibrium. When Nash met with him, the Hungarian polymath
dismissed the younger man’s result as “trivial.” The second edition of The Theory
of Games and Economic Behavior included only a perfunctory mention of “non-
cooperative games” in the Preface. Nash didn’t care: “If you’re going to develop
exceptional ideas, it requires a type of thinking that is not simply practical thinking.”

His doctorate in his pocket, Nash headed off to RAND, the ultra-secret cold
war think tank, in the summer of 1950. He would be part of “the Air Force’s
big-brain-buying venture”—whose stars would eventually serve as models for Dr.
Strangelove—for the next 4 years, spending every other summer in Santa Monica.
With the Cold War and the nuclear arms race in full swing, game theory was
considered RAND’s secret weapon in a war of wits against the Soviet Union. “We
hope [the theory of games] will work, just as we hoped in 1942 that the atomic bomb
would work,” a Pentagon official told Fortune magazine.

At Rand, Nash got an excited reception. Researchers like Kenneth Arrow, who
later won a Nobel for his social choice theory, were already chafing at RAND’s
“preoccupation with the two-person zero-sum game.” As weapons became ever
more destructive, all-out war could not be seen as a situation of pure conflict in
which opponents shared no common interests. Nash’s model thus seemed more
promising than von Neumann’s.

Probably the single most important work Nash did at RAND involved an
experiment. Designed with a team that included Milnor and published as “Some
Experimental n-Person Games,” it anticipated by several decades the now-thriving
field of experimental economics. At the time the experiment was regarded as a
failure, Alvin Roth has pointed out, casting doubt on the predictive power of game
theory. But it later became a model because it drew attention to two aspects of
interaction.

First, it highlighted the importance of information possessed by participants.
Second, it revealed that players’ decisions were, more often than not, motivated
by concerns about fairness. Despite the experiment’s simplicity, it showed that
watching how people actually play a game drew researchers’ attention to elements of
interaction—such as signaling and implied threats—that weren’t part of the original
model. Nash, whose own interests were rapidly shifting away from game theory
to pure mathematics, became fascinated with computers at RAND. Of the dozen
or so working papers he wrote during his summers in Santa Monica, none is more
visionary than one, written in his last summer at the think tank, called “Parallel
Control.”

Yet the image that stuck with one of his Rand colleagues for decades afterwards
was of Nash running down a street trying to kick some pigeons.

Nash left California determined to prove his prowess as a pure mathematician.
Even before completing his doctoral thesis, he turned his attention to the trendy
topic of geometric objects called manifolds. Manifolds play a role in many physical
problems, including cosmology. Right off the bat, he made what he called “a
nice discovery relating to manifolds and real algebraic varieties.” Hoping for an
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appointment at Princeton, he returned there for a post-doctoral year and devoted
himself to working out the details of the difficult proof.

Many breakthroughs in mathematics come from seeing unsuspected connections
between objects that appear intractable and ones that are already well understood.
Dismissing conventional wisdom, Nash argued that manifolds were closely related
to a simpler class of objects called algebraic varieties. Loosely speaking, Nash
asserted that for any manifold it was possible to find an algebraic variety one of
whose parts corresponded in some essential way to the original object. To do this,
he showed, one has to go to higher dimensions.

Nash’s theorem was initially greeted with skepticism. Experts found the notion
that every manifold could be described by a system of polynomial equations simply
implausible. “I didn’t think he would get anywhere,” said his Princeton adviser.

Nash completed “Real Algebraic Manifolds,” his favorite paper and the only one
he later considered nearly perfect, in the fall of 1951. Its significance was instantly
recognized. “Just to conceive the theorem was remarkable,” said Michael Artin, an
algebraic geometer at MIT. Artin and Barry Mazur, who was a protégé of Nash’s
as an undergraduate at MIT and later proved the generalized Schoenflies conjecture
used Nash’s result to resolve a basic problem in dynamics, the estimation of periodic
points. Artin and Mazur proved that any smooth map from a compact manifold to
itself could be approximated by a smooth map such that the number of periodic
points of period p grows at most exponentially with p. The proof relied on Nash’s
work by translating the dynamic problem into an algebraic one of counting solutions
to polynomial equations.

Nash’s hoped-for appointment at Princeton did not materialize. Instead, he was
forced to accept an offer at MIT, America’s leading engineering school but far from
the great research university that it was to become. Once there someone dared him to
solve a deep problem that had baffled mathematicians since the nineteenth century.
So he did.

In 1955, he told a disbelieving audience at the University of Chicago where he
had been invited to give a talk, “I did this because of a bet.” Two years earlier,
a skeptical rival challenged him. “If you’re so good, why don’t you solve the
embedding problem?”

He did. In this instance, he simplified a complex problem that seemed to defy
solution by pursuing a strategy that the ‘experts’ pronounced impossible, if not
outlandish. A colleague recalled: ‘Everyone else would climb a peak by looking for
a path somewhere on the mountain, Nash would climb another mountain altogether
and from a distant peak would shine a searchlight back on the first peak.’

When Nash announced that “he had solved it, modulo details,” the consensus
around Cambridge, Massachusetts was that “he is getting nowhere.” The precise
question that Nash was posing—“Is it possible to embed any Riemannian manifold
in a Euclidian space?”—was a challenge that had frustrated the efforts of eminent
mathematicians for three-quarters of a century.

By the early 1950s, interest was shifting to geometric objects in higher dimen-
sions, partly because of the large role played by distorted time and space rela-
tionships in Einstein’s theory of relativity. Embedding means presenting a given
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geometric object as a subset of a space of possibly higher dimension, while
preserving its essential topological properties. Take, for instance, the surface of a
balloon, which is two-dimensional. You cannot put it on a blackboard, which is two-
dimensional, but you can make it a subset of a space of three or more dimensions.
John Conway, the Princeton mathematician who invented the cellular automaton, the
Game of Life, called Nash’s result “one of the most important pieces of mathematical
analysis in this century.”

Nash’s theorem stated that any surface that embodied a special notion of smooth-
ness could actually be embedded in a Euclidean space. He showed, essentially,
that you could fold a manifold like a handkerchief without distorting it. Nobody
would have expected Nash’s theorem to be true. In fact, most people who heard the
result for the first time couldn’t believe it. “It took enormous courage to attack these
problems,” said Paul Cohen, famous for his work on the continuum hypothesis, who
knew Nash at MIT.

After the publication of “The Imbedding Problem for Riemannian Manifolds” in
the Annals of Mathematics, the earlier perspective on partial differential equations
was completely altered. “Many of us have the power to develop existing ideas,”
said Mikhail Gromov, a geometer and Abel laureate whose work was influenced by
Nash. “We follow paths prepared by others. But most of us could never produce
anything comparable to what Nash produced. It’s like lightening striking . . . there
has been some tendency in recent decades to move from harmony to chaos. Nash
said that chaos was just around the corner.”

A few years after he published his embedding paper, Nash once again stunned
the mathematics profession by solving an equally difficult, contemporary problem.

Nominally attached to the Institute for Advanced Study in Princeton during a
leave from MIT in the academic year 1956–1957, Nash gravitated to the grittier
Courant Institute at New York University, “the national capital of applied mathe-
matical analysis.” At Courant, then housed in a former hat factory off Washington
Square in Greenwich Village, a group of young mathematicians, including Louis
Nirenberg who later shared the 2015 Abel prize with Nash, was responsible for
the rapid progress stimulated by World War II in the field of partial differential
equations. Such equations were useful in modeling a wide variety of physical
phenomena, from air passing under the wings of a jet to heat passing through metal.

By the mid-1950s, mathematicians knew simple routines for solving ordinary dif-
ferential equations using computers. But straightforward methods for solving most
nonlinear partial differential equations—the kind potentially useful for describing
large or abrupt changes—did not exist. Stanislaw Ulam, inventor of the Monte
Carlo method and, with Edward Teller, the first hydrogen bomb design, complained
that such systems of equations were “baffling analytically,” noting that they defied
“even qualitative insights by present methods.” Nash proved basic local existence,
uniqueness, and continuity theorems (and also speculated about relations with
statistical mechanics, singularities, and turbulence.) He used novel methods of his
own invention.

Nash was convinced that deep problems would never yield to a frontal attacks.
Taking an ingeniously roundabout approach, he first transformed the non-linear
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equations into linear ones and then attacked them with non-linear means. Today
rocket scientists on Wall Street use Nash inspired methods for solving a particular
class of parabolic partial differential equations that arise in finance problems. When
he returned to MIT the following fall, there were still gaps in the proof. “It was as
if he was a composer and could hear the music, but he didn’t know how to write
it down,” a colleague recalled. Instead of struggling on alone, Nash organized a
team of mathematicians to help him get the paper ready for publication. “It was like
building the atom bomb . . . a kind of factory,” said one of them later. The complete
proof was published in 1958 in “Continuity of Solutions of Parabolic and Elliptic
Equations.”

To his peers, Nash’s was a “bad boy, but a great one.” As his 30th birthday
approached, he was about to become a full professor. He was singled out by
Fortune magazine as the most brilliant of the younger generation of American
mathematicians. He seemed poised to make more groundbreaking contributions.
He told colleagues of “an idea of an idea” about a possible solution to the Riemann
hypothesis, the deepest puzzle in all of mathematics. He set out “to revise quantum
theory,” along lines he had once, as a first-year graduate student, described to
Einstein. Writing to Robert Oppenheimer, the physicist who directed the Manhattan
Project and subsequently ran the Institute for Advanced Study, in 1957, Nash
had proclaimed, “To me one of the best things about the Heisenberg paper is its
restriction to observable quantities . . . I want to find a different and more satisfying
under-picture of a non-observable reality.”

To most observers, Nash’s private life seemed as enviable as his professional
accomplishments. He had succeeded in getting a stunningly beautiful, intelligent
glamorous woman to fall madly in love with him. “An El Salvadoran princess with
a sense of noblesse oblige,” Alicia Larde was one of just 16 women in a class of 800
at MIT. She was a physics major and, a trifle incongruously, a cheerleader. They
married in 1958 and within a few months they were expecting a baby. Despite her
delicate build, high heels and Elizabeth-Taylor-Butterfield-8 looks, Alicia possessed
“a certain steely resolve.” She would need all of the metal she had.

Beneath the shiny facade of John Nash’s successes lurked chaos and confusion.
A neglected illegitimate son. A secret former lover. Ambivalence toward his new
marriage and his wife’s pregnancy. An undercurrent of anxiety about his abilities as
a mathematician.

The first signs of Nash’s slide from eccentricity to psychosis were so ambiguous
that most of his colleagues assumed he was making one of his weird private jokes.
On New Year’s Eve, 1958, Nash showed up at a costume party wearing a diaper and
spent the night sitting in Alicia’s lap, alternately sucking on a pacifier and taking
swigs from a baby’s bottle filled with bourbon and milk. One morning, he walked
into the math common room carrying a copy of the New York Times and announced
that a story on the front page contained encrypted messages from inhabitants of
another galaxy that only he could decipher. Another time, he pulled one of his
doctoral students aside to hand him an intergalactic driver’s license and offer him a
seat on Nash’s newly organized world government. . .
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Left to right: Unidentified person, John, Alicia, Felix and Eva Browder. (From Vanity Fair.
Courtesy of John D. Stier)

Initially Alicia tried to cover up or explain away her husband’s increasingly
bizarre behavior. But soon things spun out of control. In February Nash gave a
highly anticipated lecture at Columbia University, claiming that he’d solved the
Riemann Hypothesis, the third of the trio of “greatest” then-unsolved mathematics
problems. The lecture began normally enough, but soon degenerated into a dis-
jointed series of non-sequiturs.

Something was clearly horribly wrong. Alicia had little choice but to turn to
psychiatrists at MIT who urged her to commit her husband to a hospital for
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John and Alicia. (Courtesy of John D. Stier)

John with John David. (Courtesy of John D. Stier)
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observation. . . against his will if necessary. Nash insisted that he was persecuted
not ill. It was a tough call.

In May, 1959, a few weeks before his 31st birthday, two Cambridge police
officers took Nash to McLean Hospital, the asylum outside Boston that became
the setting for Girl, Interrupted. The doctors there diagnosed him with the most
devastating and intractable of mental illnesses, paranoid schizophrenia.

A Harvard mathematician who visited Nash at Maclean asked him, “How could
you, a mathematician committed to rationality, how could you believe that aliens
from outer space were recruiting you to save the world?” Nash replied, “These ideas
came to me the same way my mathematical ideas did, so I took them seriously.”

The inability to distinguish between delusion and reality, between voices and
ones own thoughts, is the tragedy of schizophrenia. We now know that it is a brain
disorder, rooted in biology like diabetes or cancer. But when Nash got sick psychi-
atry was relatively primitive and so were the available treatment. Psychoanalysis,
which has since been discredited as an effective treatment for schizophrenia, was in
vogue. Psychotic illnesses were supposed to be the fault of bad mothers.

Many of Nash’s colleagues and students were appalled by Alicia’s decision to
have Nash hospitalized. They feared the effects of treatment and confinement on the
beautiful mind. Others, however, were shocked by his condition. One recalled his
last visit:

“Robert Lowell, the poet, walked in, manic as hell. There’s Mrs. Nash, sitting
there, pregnant as hell. [Lowell] looks at her and starts quoting the begat sequences
in the Bible. . . And there was John, very quiet and almost not moving. He wasn’t
even listening. He was totally withdrawn. I focused mostly on his wife and the
coming child. I’ve had that picture in my mind for years. “It’s all over for him,” I
thought.”

For a very, very long time, it looked as if it was all over for Nash.

O, what a noble mind is here o’erthrown!

Act Two of Nash’s life is the all too common story of a life wrecked by a chronic
disease for which there is no adequate treatment, much less cure.

At times Nash believed he was the Prince of Peace, at others a Palestinian
refugee. He heard voices and sensed divine revelation. He abandoned mathemat-
ics for numerology and prophecy. He wrote letters compulsively to government
officials, newspapers and former colleagues. He scribbled mysterious messages on
blackboards. He was obsessed with complicated calculations such as converting
Nelson Rockefeller’s name into base 26 and factoring the result.

He was repeatedly hospitalized, always involuntarily. He was subjected to
extreme and futile treatments like insulin shock therapy. He resigned from MIT
in order to pursue a quest to give up his US citizenship to become a citizen of the
world.

Yet for several years, during temporary remissions, he continued to do math-
ematics.. “Le problème de Cauchy pour les équations différentielles d’une fluide
générale,” which appeared in 1962, is described as “basic and noteworthy” by The
Encyclopedic Dictionary of Mathematics and inspired a good deal of subsequent
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work by others. He continued to tackle new subjects. Heisuke Hironaka, an algebraic
geometer at Harvard and Fields medalist, eventually wrote up a 1964 conjecture as
“Nash Blowing Up.” In 1966, Nash published “Analyticity of Solutions of Implicit
Function Problems with Analytic Data,” which pursued his ideas about partial
differential equations to their natural conclusion. And in 1967 he completed a much-
cited draft, “Arc Structure of Singularities,” that was eventually published in a 1995
special issue of the Duke Journal of Mathematics.

By the time Nash turned 40, an age at which most mathematicians are at their
most productive, almost everything that had once made his life worthwhile was lost.
He couldn’t work. He had virtually no income. His health suffered. Before long, his
front teeth were rotted down nearly to the gums. Old acquaintances avoided him on
the street. He was shooed out of stores and coffee shops. Outside Princeton, scholars
who built on his work didn’t realize he was still alive.

But as Nash sank deeper into obscurity, his ideas were becoming more and more
influential. While he was lost in his dreams, his name surfaced more and more
often in journals and textbooks in fields as far-flung as economics and biology,
mathematics and political science: “Nash equilibrium,” “Nash bargaining solution,”
“Nash program,” “De Georgi–Nash,” “Nash embedding,” “Nash–Moser theorem,”
“Nash blowing up.”

Nash’s contributions to pure mathematics—embedding of Riemannian mani-
folds, existence of solutions of parabolic and elliptic partial differential equations—
paved the way for important new developments. By the 1980s, his early work in
game theory had permeated economics and helped create new fields within the
discipline, including experimental economics. Philosophers, biologists, and political
scientists adopted his insights. The growing impact of his ideas was not limited
to academe. Advised by game theorists, governments around the world began to
auction “public” goods from oil drilling rights to radio spectra, reorganize markets
for electricity, and devise systems for matching doctors and hospitals. In business
schools, game theory was becoming a staple of management training.

During Nash’s “lost years,” the brilliant ideas Nash had in his twenties about
conflict and cooperation had been widely adopted in the world of economics. . . Nash
published only four game theory papers, but had a bigger impact on economics
than any other game theorist. Before Nash, economists could analyze only two
kinds of market environments, neither representative: monopolies or markets with
so many buyers and sellers that no single individual or firm can affect the behavior
of competitors. Most modern markets—cars, oil, airlines, utilities, pharma, housing,
healthcare, social media—fall somewhere in between these extremes. Because
players must take each others’ strategies into account, predicting how they will
behave is more complicated. The Nash equilibrium made it possible to cut through
the infinite I think therefore he thinks that I think that he thinks. . . hence the game
theory revolution of the 1970s. The impact wasn’t confined to economics either but
extended to political science, psychology, sociology, and biology.

The contrast between the influential ideas and the bleak reality of Nash’s
existence was extreme. The usual honors passed him by. He wasn’t affiliated with
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a university. He had virtually no income. He haunted the Princeton campus, in the
thrall of a delusion that he was “a religious figure of great, but secret importance.”

I shall not look upon his like again.

Then, after three decades, something extraordinary happened. Act Three began.
Freeman Dyson told me later, “It was beautiful. Slowly, he just somehow woke up.”

People ask how Nash could recover from an illness almost universally regarded
as a life sentence. Was it with the help of “the modern drugs,” as Russell Crowe
says in the movie? It was not. Like one in ten individuals who suffer from chronic
schizophrenia, typically for decades, Nash recovered thanks to the natural chemistry
of aging. He also attributed his remission to his own struggle against his delusions
and hallucinations which he referred to as “going on a diet of the mind,” and the
support of a few people who refused to give up on him.

In 1994, Nash’s extraordinary story was about to become public with the
announcement of the Nobel Prize in economics.

Incidentally, Nash was almost denied the Nobel. One hour before the prize was
scheduled to be announced, it was nearly voted down in an unprecedented refusal of
many members of the Swedish Academy of Sciences to affirm the prize committee’s
choice. They feared that giving the prize to a “madman” would sully the Nobel
“brand” and spoil the televised prize ceremony hosted by the King and Queen of
Sweden in December. Ultimately, those who insisted that a mental illness ought not
be a greater bar to the prize than, say, cancer or heart disease, prevailed, but only
narrowly.

A small band of contemporaries had always recognized the importance of Nash’s
work. By the late 1980s, their ranks were swelled by younger scholars who launched
a fight to get Nash long-overdue recognition. The prize, that Nash shared with game
theorists and experimental economists Reinhard Selten of the University of Bonn
and John Harsanyi of the University of California at Berkeley was more than an
intellectual triumph. A Nobel rarely changes winners’ lives profoundly. Nash was
an exception. “We helped lift him into daylight,” said Assar Lindbeck, chairman of
the Nobel prize committee. “We resurrected him in a way.”

When Nash met Russell Crowe for the first time, he told the actor, “You’re going
to have to go through all these transformations.” But the transformation in Nash’s
own life was as remarkable as any the actor portrayed on the screen. He could
not, of course, recover the lost years. He could however repair broken ties with his
sister Martha, and his older son John David, travel to conferences, have dinner with
friends, see his first Broadway play. He could enjoy the thrill of having a passport,
and a drivers license again, of getting a credit card. Then there were the little things
like being able to afford a $2 latte at Starbucks. “Lots of academics do that,” he told
me. “If I was really poor, I couldn’t.”

To get your life back is a marvelous thing, he told an audience at the world
psychiatry conference, but he could never recover the lost years of creativity. Still,
he was able to get a grant from the National Science Foundation to develop a
new “evolutionary” solution concept for cooperative games. He worked with some
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John, Russell Crowe and Ron Howard. (Photo: C. J. Mozzochi)

graduate students. He published papers on ideal money and coalition formation in
experimental games.

Most Nobel laureates, while celebrated within their disciplines, remain invisible
to the public at large. Recognition not only redeemed the man—bringing him back
to society and mathematics—but turned Nash into something of a cultural hero.
Since winning the Nobel, the mathematician who spent his life “thinking, always
thinking” has been mobbed by reporters and fans from Boston to Mumbai to Beijing.

His story particularly appealed to young people. One of my favorite letters was
this one:

Dear Mr. Nash,
Hi! I am 9 years old. My name is Ellie Stilson. I am a girl. I really admire you. You are
my roll (sic) model for a lot of things. I think you are the smartest person who ever lived. I
really wish to be like you. I would love to study math. The only problem with that is that I
am not very good at math. I can do it. I like it. I am just not good at it. Was that what it was
like for you when you were a kid? Please write back. Love, Ellie P.S. I LOVE your name.

The most unforgettable, though, was addressed to me, arrived in a dirty envelope
with no return address and it was scrawled on neon orange paper. It was signed
“Berkeley Baby.” It would never have made it past the New York Times mailroom
after the anthrax scare.

The sender turned out to be the former night rewrite editor on the metro desk,
a rising young star at the New York Times in the mid-1970s before he, too,
was diagnosed with paranoid schizophrenia. Since then, he had adopted the name
Berkeley Baby and lived on the streets of Berkeley, California near the university,
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a forlorn figure not unlike the Phantom of Fine Hall. He wrote, “John Nash’s story
give me hope that one day the world will come back to me too.” Reading that line
always made me cry.

Extraordinary things happen when individuals make extraordinary choices. That
is why I dedicated the biography to Alicia Nash. To me, she is very much the hero
of Nash’s life.

She set out to marry a golden boy who she was convinced was a genius who
would be famous one day. Only a few months after the wedding, however, Alicia’s
girlish notions of romance were shattered by her husband’s illness. She acted
courageously—and with great compassion. But half a dozen years after Nash got
sick, when the husband she was trying to help began to regard her, because of his
paranoia, as his worst enemy—she determined to raise their son on her own and got
a divorce.

But she never let him go. Five years after they separated, when Nash had
no one on earth left to whom he could turn, he wrote to Alicia from a state
hospital in Virginia. I beg you “to save me from future hospitalizations and from
homelessness.” Thirty five and still lovely with most of her life still ahead, she took
him in.

What made Alicia do it? It wasn’t, I think, masochism, as some suggested. It was
love. Not the romantic kind of love, but down to earth, grown up love. She couldn’t
bear to turn him away. It was “a pretty lean life,” her sister-in-law Martha told me.
For years, Alicia got up at 4:30 in the morning and commuted 2 h into Manhattan.
She did it to support John and their son Johnny, who, at age 15, was diagnosed with
the same illness that afflicted his father. She did it to keep her small family together.

Alicia understood—years before research confirmed her intuition—that Nash’s
only hope lay in living at home in a community where at least a few people knew
who he’d been. Nash may have all but disappeared from the world, but Alicia never
lost sight of who he was. She saw past the mismatched clothes and expressionless
demeanor. For her, Nash was always “a very fine man,” someone who had made
great contributions, someone for whom “something extraordinary” was always
possible.

Recognition is a cure for many ills, but love gave Nash something to come back
to: a home, family, a reason to live after his grandiose delusions faded. Alicia was the
rock on which he rebuilt his life. Together they experienced the extremes of human
existence: genius and madness, sickness and health, obscurity and fame. Together
they cared for their disabled son, renewed family ties and friendships, savored what
Joan Didion, in her New York Review of Books piece on Nash, called “life’s bright
pennies.”

In 2001, after a nearly 40 year gap in their marriage, John and Alicia said “I do” a
second time. “The divorce shouldn’t have happened,” Nash said. Alicia added,“We
saw this as a kind of retraction of that. After all we’ve been together most of our
lives.” When the mayor of Princeton Junction pronounced them man and wife, I
asked Nash to kiss his bride again for the camera. He looked up, grinning: “A second
take? Just like the movies!”
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It was Alicia who wanted Nash’s story to be told. He was more ambivalent. A
friend once asked him about Alicia’s whereabouts. “Having dinner with Sylvia,”
he answered. After a pause he added without much conviction, “I hope they aren’t
talking about me.” Well, 20 years later, people are still talking about him and no
doubt will be for a very long time to come.

In 2015 Nash received an honor that meant even more to him than the economics
Nobel, the Niels Henrik Abel’s Prize in Mathematics. He shared it, as I mentioned,
with an old friend from the Courant Institute, Louis Nirenberg. After the ceremony
in Oslo, that Nash’s older son, John David, was able to attend, Louis, John and Alicia
traveled back to the U.S. together. Their flight was cancelled and they were booked
on a later one. When they arrived at Newark airport, the Nashes discovered that the
driver who usually picked them up had already left. After bidding Louis goodbye,
they took one of the cabs lined up outside of the arrivals terminal. Princeton Junction
is less than an hour from Newark, but they never made it home. On the New Jersey
turnpike, their taxi crashed into the guard rail at high speed, hitting another car. Nash
and his wife were both pronounced dead at the scene. He was 86 years old. Alicia
was 82.

John Nash’s life was tragic, sublime and, now, suddenly, over. The third act
shouldn’t have ended the way it did. Nonetheless that act, like the whole drama,
was truly grand. We will not see the like of him again, but his story belongs to the
ages.
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Autobiography

Louis Nirenberg

I was born in Hamilton, Ontario, Canada, in 1925. My parents emigrated there from
Ukraine, where my father was a Hebrew teacher. When my parents married they
immediately crossed the border into Romania, illegally and were promptly arrested.
Relatives managed to get them out of jail, and they slowly made their way across
Europe, to Antwerp, Belgium, where they hoped to get immigration visas to the US.
After a long time, during which my mother worked as a seamstress they decided to
go to Canada, and my father continued teaching there.

I can’t say when my interest in mathematics began. My father tried to teach me
Hebrew but I foolishly resisted, and he finally hired a friend to give me lessons. The
friend happened to love mathematical puzzles, and half of each lesson was devoted
to them. Perhaps that was the beginning of mathematics for me. To my shame, I
never learned Hebrew. When I was 5, or so, my family moved to St. Catherine’s,
Ontario. There, my older sister taught me what she was learning at school, so I
knew how to read when I entered school. Because of the economic depression we
could not manage in St. Catherine’s, and in 1933 we moved to Montreal.

There, my father had a difficult time finding a position, and he supported the
family by giving private lessons. My parents tried selling things, and I have a
recollection of going from house to house trying to sell light bulbs. Eventually my
parents opened a small gift shop, where they sold English China, crystal etc.

During the depression, to be a high school teacher was considered a very good
position, and the excellent high school I went to, in 1937, Baron Byng, had very
good teachers. Also, my fellow students were extremely bright. My favorite subjects
were Euclidean geometry and physics. The physics teacher even had a PhD. I
decided I would like to study physics. I had no idea that mathematics was a living
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subject. Some years ago a Montreal newspaper wrote about the school (long closed)
and about some of the graduates who later had distinguished careers. (I was not
mentioned.) During my last year in high school I applied for a scholarship to McGill
University, but did not succeed. The high school at that time ended with 11th grade.
But the school offered 12th grade—equivalent to a first year at college—and I
attended that, and this time I received a scholarship to go to McGill in the second
year. There, I entered in the Honors course in Mathematics and Physics, in 1942.
At the time, young refugees from Europe who had been kept in internment camps
in Canada were allowed to leave if they were accepted at some university. Several
entered the honors course at the same time as myself. One was Jim Lambek; he
knew more mathematics than I did. Eventually he became a mathematician, and
spent most of his academic career at McGill.

Louis around 1942 (3rd row, 2nd from right). (Photo: private)

The program at McGill was quite good, though there were no research physicists
or mathematicians there at the time, with an exception, Professor Gordon Pall. He
worked in number theory, and was very kind and encouraging. I graduated in 1945,
just when the war in Europe ended. I was determined to do graduate work in physics,
but somehow no one suggested that I apply to any university.

That summer I got a job in a National Research Council Lab in Montreal, where
they were doing research on atomic energy. A son of Richard Courant, Ernst, was
working at the lab. Courant was a famous mathematician. He had been the head
of the Mathematics Institute in Göttingen, Germany, until he was dismissed by the
Nazis. Ernst’s wife, Sarah, also worked at the lab. She was from Montreal, and I
knew her. One day she said that they were going to New York to visit Courant,
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and I asked her if she would ask him to suggest somewhere where I might apply to
study theoretical physics. On her return she said that Courant had suggested that I
might come to New York University, where he had set up a graduate mathematics
department 10 years earlier, to get a master’s degree in mathematics, and then,
perhaps, go on to study physics. I went for an interview by Courant and Professor
Kurt Friedrichs, and was offered an assistantship. (Later I was told that when
Courant saw my record at McGill he commented “This guy has only As. There must
be something wrong with him.”) So, in September I arrived as a graduate student in
mathematics at New York University. I never left. My entire professional career was
there.

Incredible luck. I have always been grateful to Sarah Courant. I must say, I feel
that I have had a very lucky life.

Friedrichs had been a student of Courant in Göttingen, and came to America
a few years after him. When I arrived at NYU he was the principal research
mathematician there. At the time I studied there there was a small, but very strong,
group of graduate students: Eugene Isaacson, Anneli Kahn, who later married Peter
Lax, Joseph Keller, Martin Kruskal, Cathleen Morawetz, Peter Lax, Harold Grad,
and Avron Douglis. Many interesting courses were offered.

In my early years at NYU, Courant felt that younger faculty members should
teach less than the older ones, so they would have more time for research. He also
encouraged people to teach a variety of subjects. In addition to various courses in
mathematical analysis, I sometimes taught algebraic topology, differential geometry
and differential topology. Courant once asked me to teach a course on elliptic
functions. Why, I don’t know. I looked at various books, and liked most the one
by Francesco Tricomi, in Italian.

Courant arranged that some old friends, then at Princeton, give some courses at
NYU. I heard beautiful lectures by Carl Ludwig Siegel and Emil Artin. Artin’s wife,
Natascha, became the scientific editor of the mathematics journal that Courant and
Friedrichs set up, Communications on Pure and Applied Mathematics. She was a
beloved member of the department and was editor for many years.

After I received a master’s degree I asked Friedrichs for a possible doctor’s
thesis topic. He suggested a general subject connected with ordinary differential
equations, but I had no ideas. In fact, around that time I read G.H. Hardy’s book,
A mathematician’s apology. It discouraged me. He wrote that a real mathematician
thought of his, or her, own research problems and did not rely on others. I couldn’t
think of any original problem. Only after several years was I able to come up with
problems.

One of the courses I took was Differential Geometry, given by Jim Stoker.
He later suggested that I look at a problem on which Herman Weyl had worked:
Consider a 2-dimensional sphere with a given Riemannian metric on it, having
positive Gauss curvature. Can it be embedded isometrically, i.e., preserving lengths,
as a closed convex surface in 3-dimensional space? In 1916 Weyl formulated
the problem, using partial differential equations, PDEs, and derived some basic
estimates for the conjectured solution. But further estimates were needed in order
to settle the problem. I started then to learn about nonlinear partial differential
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equations, and was able to supply the missing estimates. Conversations with
Friedrichs played a crucial role in this, and I have always considered him the chief
influence in my mathematical development, though Stoker was my official adviser.
In particular, Friedrichs instilled in me a love for inequalities.

Stoker and Friedrichs had very different personalities. Stoker was particularly
encouraging. He and his wife gave lovely parties, which always ended in dancing;
he loved to dance. Friedrichs was more reserved; one had to make an appointment
to see him. Once he was in a hospital for some days, and made appointments with
students to visit him there.

Louis around 1949. (Photo: private)

I received the PhD in 1949. Around the same time that I settled the Weyl problem,
a Soviet mathematician, Aleksei V. Pogorelov, also provided a solution. At that time
I had a block about writing mathematics, and my first published papers did not
appear until 1953.

Peter Lax also played an important role in my mathematical development. After
his army service he came to NYU, in 1946, as an undergraduate, but immediately
took graduate courses. He always knew more mathematics than I did—true to this
day—and was happy to explain things to me. But he once said “I am willing to
explain things more than once but not more than 10 times.” Over the years I also
learned many jokes from him.
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Some months after I arrived in New York my father wrote me that an old friend
of his, S.L. Blank, from his town in Ukraine, was living in Philadelphia, and that I
might go there for a visit. It was arranged. He had three daughters, and the middle
one, Susan, met me at the station. Two and a half years later we got married. . .we
might have met in Ukraine.

Louis with his wife Susan. (Photo: private)

My thesis involved PDE; ever since they have played a role in all my work.
Many mathematical formulations of problems from other fields, physics, but also
engineering, biology, economics, etc. are often expressed in terms of such equations.
In my first year at NYU I had taken an excellent course in PDE by Max Shiffman.
At the end he assigned term paper topics. Mine was the famous thesis of Tricomi,
a long paper In Italian. I told Shiffman that I did not know Italian. He said “So get
a dictionary.” I’ve been grateful to him ever since; I love Italy, go there often, and
have very close friends there.

In 1953 I published four papers. Two were devoted to my thesis, one was on
a strong maximum principle for parabolic equations—I had discovered this while
still a graduate student—and one was on a maximum principle for a particular kind
of hyperbolic equation, jointly with Shmuel Agmon and Murray Protter. Various
forms of the maximum principle play a central role in the study of second order
elliptic equations, especially in obtaining estimates for solutions. I have sometimes
remarked “I have made a living from the maximum principle.”

After I received the PhD I was appointed Instructor at NYU. In general, at
American universities, after receiving a doctorate, a student normally went to work
at a different university. Courant however tended to keep the best students after
graduation. In 1951 I received a fellowship to go to Europe for a year, and Courant
arranged that I go to ETH in Zürich, to be with Heinz Hopf, and to Göttingen for
a short period. I spent most of the year writing up my thesis for publication, and
I attended lectures by Hopf, van der Waerden, and others. Hopf was a wonderful
person, extremely warm and kind; he often invited me and my wife to his home. He
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was also a wonderful speaker. In fact he was my favorite lecturer for many years. We
had little social life in Zürich, but Hopf introduced us to a young colleague, Ernst
Specker, a logician, and we became, and remained, good friends. During that year
my wife and I travelled a lot in Europe and fell in love with Italy.

In 1952, when I returned to NYU I found a new faculty member, Lipman Bers.
He was full of energy and enthusiasm, and brought a spark to the department.
We quickly became friends; we wrote two papers together, on quasi-conformal
mappings. Encouraged by Courant and other colleagues who lived there, he moved
to New Rochelle, a suburb. I preferred to live in Manhattan. After my two children
were born Courant sometimes said to me “How can you raise children there? It
would be better for them to live in a suburb.” I finally got him to stop, when I said
“Our motto is: give your children happy parents.”

In 1954 Courant and Gaetano Fichera, in Trieste, organized a meeting there.
When I heard about it I asked Courant to include me among the participants. That
was my first contact with Italian colleagues. I met Guido Stampacchia, Enrico
Magenes, Carlo Miranda, Carlo Pucci, and Tricomi, among others, and made many
friends. It was a wonderful experience.

One of the joys of being a mathematician is that you get to meet many interesting
people. Some time ago, at a party I was talking with the wife of a mathematician.
She spoke about their 29 year old daughter and asked me if I could introduce her
to some young mathematician. I asked what she did—a lawyer. I said “Surely she
must meet some young lawyers.” She replied “Yes, but I would like her to marry a
mathematician. They are such nice people.” Indeed, I think that by and large, they
are extremely nice.

Guido Stampacchia was full of life, and I came to consider him a brother. I have
two other “brothers”, Peter Lax and Shmuel Agmon. Guido was born in Naples, and
we often said we would visit there together, and he would show me the real Naples.
It never happened. Sadly he died in his fifties.

There are essentially two kinds of mathematicians. The first, develop new
theories, and the second, are primarily problem solvers. I belong to the second. I
also belong to the category of those who when they come to a fork in the road they
take it. “Hey, this looks interesting! Let’s explore it.” A graduate student once asked
me how one thinks of problems. I had no simple answer but I said that sometimes
I saw a proof I didn’t like and I began to look for another. This may lead to new
mathematics. He remarked “I never saw a proof I didn’t like.” I thought: “he’s
hopeless.”

In an early paper I solved a problem posed by Courant, concerning regularity
at the boundary of solutions of general elliptic PDEs, including systems, of any
order. Regularity in the interior was known, but not at the boundary, under suitable
boundary conditions. I remember that I proved this while visiting the University
of Chicago in January 1955. There I met Antoni Zygmund, André Weil, Saunders
Mac Lane, and others. Zygmund was particularly friendly; we had lunch together
often, and he told me about his work with Alberto Calderón—work that had much
influence.
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One day Weil visited NYU and pointed out a basic problem in analysis of several
complex variables. He said “Why are PDE people not working on this?” Shortly
afterward S.S. Chern also called my attention to the problem.I thought “Why not
give it a try?” To a very talented graduate student August Newlander, I suggested
we look at the problem in 2 complex, 4 real, dimensions, and the very simplest case.
He saw how to solve it, using the method of characteristics, but in the complex
domain. His idea then worked in the general case in 4 dimensions. But, to our
surprise, it didn’t work in higher dimensions. We then came up with a completely
different proof—for any dimension. Sadly, shortly afterwards, Newlander gave up
mathematics.

In the fifties I visited a number of universities. In particular, I spent several
summers in Berkeley, California, where I made many friends. These were fruitful
periods. Charles Morrey was there, a leading figure in elliptic PDEs and in
the Calculus of Variations. We wrote a rather technical paper together, proving
analyticity of solutions of linear elliptic systems having analytic coefficients.

During the spring semester in 1958 I visited the Institute for Advanced Study
in Princeton. One day Kunihiko Kodaira and Donald Spencer asked me for some
possible help in connection with their work on deformation of complex structure
on manifolds. Spencer described the problem in full generality at the blackboard.
I couldn’t understand, and asked if he could describe a simple example. Finally,
Kodaira, without saying a word stepped up to the blackboard and wrote one down.
Using elliptic theory I was able to furnish the needed estimates, and we published
a paper together. Later I heard Spencer lecture on the work. I understood nothing.
Whenever he lectured I understood very little but his love and enthusiasm were
contagious. One always left buoyed up. He was one of the nicest people I ever met;
equally courteous to janitors and to university presidents.

My colleague, Fritz John, who had also been a student of Courant in Göttingen,
was an extremely original and deep mathematician. In connection with his work
on elasticity he introduced a space of functions that he called functions of bounded
mean oscillation, BMO, and he asked me if I could prove that they were in Lp

for every finite p. I succeeded; we then improved the result and published a joint
paper. Peter Lax and I discussed mathematics all the time, but we only wrote one
paper together. It concerns difference schemes in numerical analysis. Peter did much
fundamental work in both pure and applied problems. I did very little in applied
mathematics. Courant was a great believer in the equality of the two, and their
nonseparation.

Following work of Hans Lewy, François Trèves and I wrote several papers
on local solvability of linear PDEs. Our results were later improved by Charles
Fefferman. A conjecture of ours was proved many years later, in 2006, by Nils
Dencker. Several of my papers grew out of work by Lewy. He had also been a
Göttingen student of Courant, and one paper was with Sidney Webster and Paul
Yang, on regularity at the boundary of holomorphic maps.

I spent the academic year 1958–1959, on sabbatical, in Rome. I did not have
much mathematical contact there, and because of shortage of space I had no
office. I worked in the mathematics library—which closed for a long lunch period.
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With Stampacchia, we organized a one-weekend-a-month seminar in Pisa, where
various topics were discussed. This was a great pleasure. I complained that after the
weekend, on Mondays, the museum was closed. Finally Sandro Faedo, the rector
of the University of Pisa at the time, said “Oh, I’ll have it opened for you.” And he
did. Another impressive incident was when, one day, I went to make a coffee in the
mathematics department—they had a cafe-sized espresso machine. There were no
beans in the container, and the portiere finally appeared with some. He then changed
the degree to which the beans were ground. When I asked him why, he said, rubbing
two fingers together, “It’s a bit humid today.”

The year in Rome began first with a conference in Pisa. In one of my lectures
there I presented some interpolation inequalities. Afterwards I was introduced to a
young mathematician, Emilio Gagliardo, and was told that he had obtained similar
results. These are often referred to as Gagliardo—Nirenberg inequalities. At the time
I also met Ennio de Giorgi. He was a remarkable mathematician; over the years his
work had enormous influence.

Avron Douglis and I undertook to extend the Schauder theory of regularity for
second order elliptic equations to higher order ones and also to systems of equations.
We obtained interior estimates and then started to work on corresponding estimates
up to the boundary. We learned that Agmon was also working on that problem and
we joined forces. The resulting two papers have been used by many people. Recently
John Ball kindly wrote that I had contributed much to the toolbox of people working
in, and applying, PDEs.

Almost all my work has been jointly with others. This has been a great pleasure
for me and I warmly recommend to young people to collaborate with others.

In the 1960s Joseph Kohn gave his famous proof of regularity at the boundary
for the so-called d-bar Neumann problem. Here the boundary conditions at the
boundary do not satisfy the criteria in the theory of Agmon, Douglis and myself. So,
though there is regularity, it involves some loss of smoothness. Kohn and I decided
to extend his results to other systems. In doing so we needed some extension of the
Calderon–Zygmund theory of singular integral operators. This led us to construct an
algebra of similar operators, which, as suggested by Friedrichs, we called “pseudo
differential operators”—a contribution to the toolbox. Lars Hörmander, a wonderful
mathematician, then generalized the theory considerably, inventing also Fourier
Integral Operators. He visited NYU after he received his PhD; we became very
close friends.

In August 1963, I attended a joint American–Soviet conference in PDE, in
Novosibirsk, organized by Courant and M.M. Lavrentiev. It took place in Akadem-
gorodok, the Academic City. There were about 20 Americans attending and about
100 Soviets, from all over the Soviet Union. For almost all of them it was their first
contact with western mathematicians. It was like being on a ship for 2 weeks. We
made friends immediately, and some of the friends from that time have remained
friends to this day. We stayed in different hotels, but ate together. In the evening
some of the Russians would walk us back to our hotel then, some of us accompanied
them back to theirs. Then they walked us back to ours. This sometimes went on to 2
in the morning. It was a most exhilarating experience. Afterwards I visited Moscow
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and Leningrad. In Moscow I attended Gelfand’s famous seminar, where a friend
translated the proceedings for me. I was invited to Gelfand’s home for his 50th
birthday party. I was also invited to some other homes, despite the instructions they
had received not to invite foreigners.

After that, I visited Russia a number of times. Each time Gelfand asked me what
I considered the major new developments in mathematics, and where mathematics
was heading. Each time I was embarrassed, since I could never come up with good
answers. That period was a golden one for mathematics in Moscow.

In the published proceedings of the Novosibirsk conference there is the striking
3-page paper by Calderón which describes how to derive the Lp estimates of
Agmon, Douglis and myself, by reducing the problem to one on the boundary.

In 1970 I became director of the Courant Institute—it acquired that title in
1965—succeeding Jürgen Moser. Earlier that year some students, angry about
the Vietnam war, stormed the institute and attempted to destroy the rather large
computer by setting a primitive bomb. After they left, some colleagues managed
to defuse it. Actually, no work connected with the war was done at the computing
centre.

Being director was very stressful for me. At the time the university sold its
campus in the Bronx, and the mathematicians there were to join the department
in Washington Square. With some financial inducement, the university tried to get
some faculty to take early retirement, and I was asked to speak to those people.
Happily, none accepted the offer. After one year as director, I said that I would
continue for just one more year. Afterwards, Peter Lax took over .

In 1972 I published a paper on an abstract form of the Cauchy–Kowalewski
theorem. Later, Takaaki Nishida improved it by showing that one of my conditions
could be dropped. The result has been applied in the study of water waves.

David Kinderlehrer and I wrote several papers on regularity in free boundary
problems, some with Joel Spruck. These are boundaries separating two physical
states, like ice and water, and they are not known, a priori. With Basilis Gidas
and Wei Ming Ni I wrote two papers on symmetry of solutions of second order
elliptic equations in bounded regions and in all of space. We extended the “method
of moving planes,” originally introduced by A.D. Alexandroff to treat a geometric
problem. Since then the method has been developed, and applied, in ways that have
sometimes proved surprising to me. In 1991, Henri Berestycki and I extended the
results to domains with nonsmooth boundary, such as a cube, and also developed the
“sliding method” to prove monotonicity of solutions in some direction. To do this
we made use of a result in a paper we had written with Raghu Varadhan. It is about
the first eigenvalue of second order linear elliptic operators in general domains. The
paper contained various new estimates. The maximum principle plays a central role.

Though the reader, if any remains, may be tired of it I will still write a bit more
about my work. Incidentally, there is a common belief that mathematicians do their
best work before they are 30. I know many, and I don’t think so.

Haim Brezis and I wrote a number of papers together on nonlinear PDE. One
involved a semilinear, second order, operator with a nonlinear term having a critical
power exponent. Some unexpected things turned up, depending on whether the
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dimension is 3 or more. We also wrote two papers on topological degree for
maps which need not be continuous. This grew out of work by Louis Boutet de
Monvel and O. Gabber. The maps we considered belong to VMO, vanishing mean
oscillation—related to BMO.

Louis receiving the Crafoord prize (1982) from King Carl Gustaf of Sweden and Mrs Crafoord.
(Photo: private)

One day in 1982, Luis Caffarelli, Bob Kohn and I were walking to Chinatown
for lunch, and I suggested we work on something together. Shortly before, Vladimir
Scheffer had published an interesting paper on the possible dimension of singu-
larities of solutions of the initial value problem for the Navier–Stokes equations,
for fluid flow in 3 dimensions. I suggested that we try to extend what he had
done. We succeeded; we showed that possible singularities of “suitable solutions”—
uniqueness of solutions is not known—have zero one dimensional measure, so
cannot be a curve. So far, this result has not been improved. The long standing
open problem is whether singularities develop at all. This is one of the problems for
which the Clay Foundation has offered one million dollars for a solution.

Caffarelli, Spruck and I wrote eight papers on fully nonlinear elliptic equations,
starting with the Monge–Ampere equation: the determinant of the matrix of second
derivatives of the unknown function equals a given function. In 1974, at a congress
in Vancouver, I spoke on work with Eugene Calabi, in which we had solved the
Monge–Ampere equation, or so we thought. Later, Charles Fefferman asked me to
explain how we estimated the derivatives at the boundary. When I showed some
estimates for third order derivatives and he said “These are upper bounds. How
do you get lower bounds?” I then realized that we had neglected to do this and I
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spent several years trying. Finally, with Caffarelli and Spruck, we derived, instead,
estimates of the Holder continuity of the second order derivatives, and these sufficed.
Together with Joe Kohn we also treated complex Monge–Ampere equations.

Berestycki and I wrote several papers on travelling fronts. With Caffarelli
we wrote a series of papers on semilinear second order elliptic equations in a
half space and in other unbounded regions. Yan Yan Li and I wrote a number
of papers on different subjects: Finsler space and Hamilton–Jacobi equations;
estimates for composite materials; extension of a result of Alexandroff on embedded
hypersurfaces with constant mean curvature. . .

Over the years I enjoyed teaching but by the time I retired, in 1989, I was a
bit tired of it. A great pleasure was directing the 45 PhD students I had. My wife,
Susan, died in 1998. She suffered from Alzheimer’s disease. Later I met my partner,
Nanette. Another proof of my good fortune.

Left: Louis with Nanette in 2008 (Photo: Teresa Ludlow). Right: In 2015. (Photo: Harald Hanche-
Olsen)



The Masterpieces of John Forbes Nash Jr.

Camillo De Lellis

Abstract In this set of notes I follow Nash’s four groundbreaking works on real
algebraic manifolds, on isometric embeddings of Riemannian manifolds and on the
continuity of solutions to parabolic equations. My aim has been to stay as close as
possible to Nash’s original arguments, but at the same time present them with a more
modern language and notation. Occasionally I have also provided detailed proofs of
the points that Nash leaves to the reader.

1 Introduction

John Nash has written very few papers: if for each mathematician in the twentieth
century we were to divide the depth, originality, and impact of the corresponding
production by the number of works, he would most likely be on top of the list, and
even more so if we were to divide by the number of pages. In fact all his fundamental
contributions can be stated in very few lines: certainly another measure of his genius,
but making any survey of his theorems utterly useless. Discussing the impact of
Nash’s work is certainly redundant, since all his fundamental contributions have
already generated a large literature and an impressive number of surveys and lecture
notes. “Reworking” his proofs in my own way, or giving my personal perspective,
would be of little interest: much better mathematicians have already developed deep
and well-known theories from his seminal papers.

When I was asked to write this contribution to the Abel Volumes I felt
enormously honored, but precisely for the reasons listed above it took me very
little to realize how difficult it would have been to write something even modestly
useful. This note is therefore slightly unusual: I have just tried to rewrite the original
papers in a more modern language while adhering as much as possible to the original
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arguments. In fact Nash used often a rather personal notation and wrote in a very
informal way, here and there a few repetitions can be avoided and the discussions
of some, nowadays standard, facts can be removed. In a sense my role has been
simply that of a translator: I just hope to have been a decent one, namely that I have
not introduced (too many) errors and wrong interpretations. In particular I hope that
these notes might save some time to those scholars who want to work out the details
of Nash’s original papers, although I strongly encourage anybody to read the source:
any translation of any masterpiece always loses something compared to the original
and the works of Nash are true masterpieces of the mathematics of the twentieth
century!

These notes leave aside Nash’s celebrated PhD thesis on game theory and
focus on the remaining four fundamental papers that have started an equal number
of revolutions in their respective topics, namely the 1952 note on real algebraic
varieties, the 1954 paper on C1 isometric embeddings, the 1956 subsequent work
on smooth isometric embeddings and finally the 1958 Hölder continuity theorem for
solutions to linear (uniformly) parabolic partial differential equations with bounded
nonconstant coefficients. Even the casual reader will realize that everything can be
understood up to the smallest detail with a very limited amount of knowledge: I
dare say that any good graduate student in mathematics will be able to go through
the most relevant arguments with little effort.

I have decided to leave aside the remaining works of Nash in “pure mathematics”
either because their impact has not been as striking as that of the four mentioned
above (as it is the case for the works [74, 77, 78]) or because, as it is the case for
[79], although its impact has been major, this is mainly due to the questions raised by
Nash rather than to the actual theorems proved by him. However, for completeness
I have included a last section with a brief discussion of these remaining four (short!)
notes in pure mathematics and of the “Nash blowup”.

2 Real Algebraic Manifolds

2.1 Introduction

After his famous PhD thesis in game theory (and a few companion notes on the
topic) Nash directed his attention to geometry and specifically to the classical
problem of embedding smooth manifolds in the Euclidean space.1 Consider a
smooth closed manifold Σ of dimension n (where with closed we mean, as

1In a short autobiographical note, cf. [80, Ch. 2], Nash states that he made his important discovery
while completing his PhD at Princeton. In his own words “. . . I was fortunate enough, besides
developing the idea which led to “NonCooperative Games”, also to make a nice discovery relating
manifolds and real algebraic varieties. So, I was prepared actually for the possibility that the game
theory work would not be regarded as acceptable as a thesis in the mathematics department and
then that I could realize the objective of a Ph.D. thesis with the other results.”
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usual, that Σ is compact and has no boundary). A famous theorem of Whitney
(cf. [105, 106]) shows that Σ can be embedded smoothly in R2n, namely that there
exists a smooth map w : Σ → R2n whose differential has full rank at every point
(i.e., w is an immersion) and which is injective (implying therefore that w is an
homeomorphism of Σ with w(Σ)).

Clearly w(Σ) is a smooth submanifold of R2n diffeomorphic to Σ . Whitney
showed also that w can be perturbed smoothly to a second embedding v so that v(Σ)

is a real analytic submanifold, namely for every p ∈ v(Σ) there is a neighborhood
U of p and a real analytic map u : U → Rn such that {u = 0} = U ∩ v(Σ) and
Du has full rank. Whitney’s theorem implies, in particular, that any closed smooth
manifoldΣ can be given a real analytic structure, namely an atlas A of charts where
the changes of coordinates between pairs of charts are real analytic mappings.

In his only note on the subject, the famous groundbreaking paper [72] published
in 1952, Nash gave a fundamental contribution to real algebraic geometry, showing
that indeed it is possible to realize any smooth closed manifold of dimension n as
an algebraic submanifold of R2n+1. We recall that, classically, any subset of RN

consisting of the common zeros of a collection of polynomial equations is called an
algebraic subvariety. We can assign a dimension to any algebraic subvariety using
a purely algebraic concept (see below) and the resulting number coincides with
the usual metric definitions of dimension for a subset of the Euclidean space (for
instance with the Hausdorff dimension, see [31, Ch. 2] for the relevant definition).
The main theorem of Nash’s note is then the following.

Theorem 1 (Existence of real algebraic structures) For any closed connected
smooth n-dimensional manifold Σ there is a smooth embedding v : Σ → R2n+1

such that v(Σ) is a connected component of an n-dimensional algebraic subvariety
of R2n+1.

It turns out that for any point p ∈ v(Σ) there is a neighborhood U such that
U ∩ v(Σ) is the zero set of n+ 1 polynomials with linearly independent gradients.
In his note Nash proved also the following approximation statement, see Theorem 9:
any smooth embedding w : Σ → R

m can be smoothly approximated by an
embedding v̄ so that v̄(Σ) is a portion of an n-dimensional algebraic subvariety
of Rm. However, in order to achieve the stronger property in Theorem 1, namely
that v̄(Σ) is a connected component of the subvariety, Nash’s argument needs to
increase the target. He conjectured that this is not necessary, cf. [72, p. 420], a fact
which was proved much later by Akbulut and King, see [1]. He also conjectured the
existence of a smooth embedding z (in some Euclidean space R

N ) such that z(Σ)

is the whole algebraic subvariety, not merely a connected component, and this was
proved by Tognoli in [99]. Both [99] and [1] build upon a previous work of Wallace,
[101].

As it happens for the real analytic theorem of Whitney, it follows from Theorem 1
that any smooth closed manifold can be given a real algebraic structure, see below
for the precise definition. In his note Nash proved also that such structure is indeed
unique, cf. Theorem 10.
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As already mentioned in the previous paragraph, Nash left a few conjectures and
open questions in his paper, which were subsequently resolved through the works
of Wallace, Tognoli, and Akbulut and King: we refer the reader to King’s paragraph
in Nash’s memorial article [26] for further details. The ideas of his paper have
generated a large body of literature in real algebraic geometry and terms like Nash
manifolds, Nash functions, and Nash rings are commonly used to describe some of
the objects arising from his argument for Theorem 1, see for instance [9, 91].

2.2 Real Algebraic Structures and Main Statements

Following Nash we introduce a suitable algebraic structure on closed real analytic
manifolds Σ . In [72] such structures are called real algebraic manifolds. Since
however nowadays the latter expression is used for a different object, in order to
avoid confusion and to be consistent with the current terminology, we will actually
use the term “Nash manifolds” for the objects introduced by Nash.

Note that, by the classical Whitney’s theorem recalled in the previous section,
there is no loss of generality in assuming the existence of a real analytic atlas for
any differentiable manifold Σ . The notion of Nash manifold allows Nash to recast
Theorem 1 in an equivalent form. The latter will be given in this section, together
with several other interesting conclusions, whose proofs will all be postponed to the
next sections.

Definition 2 (Basic sets) Any finite collection {f1, . . . , fN } of smooth real valued
functions over Σ is called a basic set if the map f = (f1, . . . , fN ) is an embedding
of Σ into RN .

Definition 3 (Nash manifolds) A Nash manifold is given by a pair (Σ,R) where
Σ is a real analytic manifold of dimension n and R a ring of real valued functions
over Σ satisfying the following requirements:

(a) Any f ∈ R is real analytic;
(b) R contains a basic set;
(c) The transcendence degree of R must be n, more precisely for any collection of

n+ 1 distinct elements f1, . . . , fn+1 ∈ R there is a nontrivial polynomial P in
n+ 1 variables such that P(f1, . . . , fn+1) = 0;

(d) R is maximal in the class of rings satisfying (a), (b), (c).

An important (and not difficult) fact following from the definitions is that the
algebraic structure of the ring determines in a suitable sense the manifold Σ and
hence that the structure as Nash manifold is essentially unique for every Σ .

Proposition 4 (Algebraic description of Nash manifolds) On any Nash manifold
(Σ,R) there is a one-to-one correspondence between maximal ideals of R and
points of Σ , more precisely:
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(I) I ⊂ R is a maximal ideal if and only if I = {f ∈ R : f (p) = 0} for some
p ∈ Σ .

Moreover, if (Σ1,R1) and (Σ2,R2) are two Nash manifolds, then a map φ : R1 →
R2 is a ring isomorphism if and only if there is a real analytic diffeomorphism
ϕ : Σ1 → Σ2 such that φ(f ) = f ◦ ϕ−1 for any f ∈ R1.

Consider now a Nash manifold (Σ,R) and recall that by Definition 3(b) we
prescribe the existence of a basic set B = {f1, . . . , fN } ⊂ R: it follows that
f = (f1, . . . , fN ) is an analytic embedding of Σ into R

N . On the other hand by
Definition 3(c) there is a set of nontrivial polynomial relations between the fi ’s
(because N > n) and so it appears naturally that f (Σ) is in fact a subset of a
real algebraic variety. Following Nash we will call f (Σ) a representation of the
corresponding Nash manifold.

Definition 5 (Representations) If (Σ,R) is a Nash manifold, B =
{f1, . . . , fN } ⊂ R a basic set and f = (f1, . . . , fN) : Σ → RN , then f (Σ)

is called an algebraic representation of (Σ,R).

In order to relate representations with algebraic subvarieties of the Euclidean
space we need to introduce the concept of sheets of an algebraic subvariety.

Definition 6 (Sheets) A sheet of a real algebraic subvariety V ⊂ RN is a subset
S ⊂ V satisfying the following requirements:

(a) For any p, q ∈ S there is a real analytic arc γ : [0, 1] → S with γ (0) = q and
γ (1) = p.

(b) S is a maximal subset of V with property (a).
(c) There is at least one point p ∈ S with a neighborhood U such that U ∩ V ⊂ S.

Clearly, if V ⊂ RN is an algebraic subvariety and S ⊂ V a connected component
which happens to be a submanifold of RN , then S is in fact a sheet of A. However:

(i) there might be “smooth” sheets which go across singularities, for instance, if
we take V = {(x, y) : xy = 0} ⊂ R

2 and S = {(x, y) : x = 0}, cf. Fig. 1;
(ii) there might be sheets which are connected components of V but are singular,

for instance Bernoulli’s lemniscate {(x, y) : (x2 + y2)2 = 2y2 − 2y2} is a
connected subvariety of the plane consisting of one single sheet, singular at the
origin (Fig. 2).

An important observation by Nash is that, by simple considerations, any repre-
sentation of a Nash manifold is in fact a sheet of an irreducible algebraic subvariety
with dimension equal to that of the manifold. Recall that an algebraic subvariety V

is called irreducible if it cannot be written as the union of two proper subsets which
are also subvarieties. More precisely we have.

Proposition 7 (Characterization of representations) A representation of a con-
nected Nash manifold (Σ,R) is always a sheet of an irreducible subvariety V

whose dimension is the same as that of Σ . Conversely, if v : Σ → RN is a real
analytic embedding of a closed real analytic manifold Σ whose image v(Σ) is a
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Fig. 1 The set
S = {(x, y) ∈ R

2 : x = 0} is
a sheet of the algebraic
subvariety
V = {(x, y) : xy = 0}. Note
that, although the origin is a
singular point of V , it is not a
singular point of S. Moreover
S is not a connected
component of V

Fig. 2 Bernoulli’s lemniscate
is an algebraic subvariety of
R

2 which consists of a single
sheet. Note that it is singular
at the origin

sheet of an algebraic subvariety, then there is a structure of Nash manifold (Σ,R)

for which the components {v1, . . . , vN } of v form a basic subset of R.

The outcome of the discussion above is that Theorem 1 can now be equivalently
stated in terms of Nash manifolds. However note that Theorem 1 requires the
representation to be more than just a sheet of an algebraic subvariety: it really has
to be a connected component. For this reason Nash introduces a special term: a
representation v(Σ) will be called proper if it is a connected component of the
corresponding algebraic subvariety in Proposition 7. Hence we can now rephrase
Theorem 1 in the following way.

Theorem 8 (Existence of proper representations) For any connected smooth
closed differentiable manifold Σ of dimension n there is a structure of Nash
manifold (Σ,R) with a basic set {v1, . . . , v2n+1} = B ⊂ R such that v(Σ) is
a proper representation in R

2n+1.

Giving up the stronger requirement of “properness” of the representation, Nash
is able to provide an approximation with algebraic representations of any smooth
embedding, without increasing the dimension of the ambient space. As a matter of
fact Theorem 8 will be proved as a corollary of such an approximation theorem,
whose statement goes as follows.

Theorem 9 (Approximation theorem) Let Σ be a connected closed differen-
tiable manifold and w : Σ → Rm a smooth embedding. Then for any ε > 0 and any
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k ∈ N there is a structure of Nash manifold (Σ,R) with a basic set {v1, . . . , vm}
such that ‖w − v‖Ck < ε.

In the theorem above ‖ · ‖Ck denotes a suitably defined norm measuring the
uniform distance between derivatives of w and v up to order k. The norm will be
defined after fixing a finite smooth atlas on Σ , we refer to the corresponding section
for the details.

As a final corollary of his considerations, Nash also reaches the conclusion that
the structure of Nash manifold is in fact determined uniquely by the differentiable
one. More precisely we have the following result.

Theorem 10 (Uniqueness of the Nash ring) If two connected Nash manifolds
(Σ1,R1) and (Σ2,R2) are diffeomorphic as differentiable manifolds, then they are
also isomorphic as Nash manifolds, namely there is a real analytic ϕ : Σ1 → Σ2
for which the map φ(f ) := f ◦ ϕ−1 is a ring isomorphism of R1 with R2.

2.3 Technical Preliminaries

In this section we collect some algebraic and analytical technical preliminaries,
standard facts which will be used in the proofs of the statements contained in the
previous sections. We begin with a series of basic algebraic properties.

Definition 11 Given an algebraic subvariety V ⊂ RN and a subfield F ⊂ R we say
that F is a field of definition of V if there is a set S of polynomials with coefficients
in F such that V = {x ∈ RN : P(x) = 0 , ∀P ∈ S}.
Proposition 12 (Cf. [102, Cor. 3, p. 73, and Prop. 5, p. 76]) For any algebraic
subvariety V ⊂ RN there is a unique minimal field F ⊂ R of definition, namely a
field of definition of V which does not contain any smaller field of definition. F is,
moreover, finitely generated over Q.

Definition 13 We will say that a certain collection of coordinates {xi1, . . . , xim} is
algebraically independent over a field F at a point p = (p1, . . . , pN ) if there is no
nontrivial polynomial P with coefficients in F such that P(pi1 , . . . , pim) = 0.

Given a point p in an algebraic subvariety V ⊂ R
n with minimal field of

definition F we define the algebraic dimension dimV (p) of p with respect to V

as the maximal number of coordinates which are algebraically independent over F
at p. The algebraic dimension of V is dim (V ) = max{dimV (p) : p ∈ V } and a
point p ∈ V is called a general point of V if dimV (p) = dim (V ).

Proposition 14 Let V ⊂ RN be an algebraic subvariety of algebraic dimension n

with minimal field of definition F. Then the following holds.

(a) Any collection of n+ 1 coordinates satisfy a nontrivial polynomial relation (as
real functions with domain V );
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(b) For any general point p of V there is a neighborhood U where V is an
n-dimensional (real analytic) submanifold and where any collection of coor-
dinates which are algebraically independent at p over F gives a (real analytic)
parametrization of V .

(c) If dimV (p) = m, then there is an algebraic subvariety W ⊂ V of algebraic
dimension m which contains p and whose minimal field of definition is
contained in F.

The proofs of the statements (a), (b), and (c) can be found in [102, Ch. II and
Ch. IV], more precisely see the discussion at [102, p. 72, Th. 3].

We state here a simple corollary of the above proposition, for which we give the
elementary proof.

Corollary 15 The algebraic dimension of a subvariety V coincides with its Haus-
dorff dimension as a subset of R

N . In fact, for any j ≤ dim (V ), the subset
Vj := {v ∈ V : dimV (p) = j } is a set of Hausdorff dimension j .

Proof The second part of the statement obviously implies the first. We focus
therefore on the second, which we prove by induction over dim (V ). The 0-
dimensional case is obvious: if V is a 0-dimensional subvariety of RN , then V0 = V

must be contained in FN , which is necessarily a countable set (F denotes the
minimal field of definition of V and recall that it is finitely generated over Q).

Assume therefore that the statement holds when the dimension of the variety is
no larger than n− 1: we now want to show that the claim holds when dim (V ) = n.
By Proposition 14, the subset Vn of points p ∈ V with maximal algebraic dimension
is covered by countably many real analytic n-dimensional manifolds. Hence Vn

has Hausdorff dimension at most n (cf. [31, Sec. 3.3]). On the other hand by
Proposition 14(b) the Hausdorff dimension must be at least n. Next, let j < n.
By Proposition 14(c) any point p ∈ Vj is contained in an algebraic subvariety W of
algebraic dimension j with minimal field of definition contained in F. Each such W

has Hausdorff dimension j , by inductive assumption. On the other hand, since any
such W is defined through a finite set of polynomials with coefficient in F, the set
of such W is countable. We have therefore shown that Vj has Hausdorff dimension
at most j .

Now consider a point q ∈ V with dimV (q) = j and an algebraic subvariety
W ⊂ V as above. Let F′ be its minimal field of definition and consider any p =
(p1, . . . , pN) ∈ W . The algebraic dimension dimW(p) is at most j , which means
that for any collection of j+1 distinct coordinatespi1, . . . , pij+1 there is a nontrivial
polynomialP with coefficients in F′ such that P(pi1 , . . . , pij+1 ) = 0. Since F′ ⊂ F,
we must necessarily have dimV (p) ≤ j . Thus, W ⊂ V0∪V1∪ . . .∪Vj . On the other
hand, we know by inductive assumption that W has Hausdorff dimension j and we
have shown that the dimension of each Vi is at most i. We then conclude that the
Hausdorff dimension of j must be j .

We are now ready to state the two technical facts in analysis needed in the rest
of the section. The first is a standard consequence of the implicit function theorem
for real analytic mappings, see for instance [59, Th. 1.8.3]. As usual, the tubular
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neighborhood of size δ of a subset S ⊂ RN is the open set consisting of those points
whose distance from S is smaller than δ. In this section we will denote it by Uδ(S).

Proposition 16 If Σ ⊂ RN is a closed real analytic submanifold, then there is a
δ > 0 with the following two properties:

(a) For any x ∈ Uδ(Σ) there is a unique point u(x) ∈ Σ of least distance to x.
(b) The map x �→ u(x) is real analytic.

The first statement needs in fact only the C2 regularity of Σ , cf. [49]. Moreover
the proof therein uses the implicit function theorem to give that u is smooth when
Σ is smooth: the real analyticity of u follows then directly from [59, Th. 1.8.3].

The following is a classical Weierstrass type result. As usual, given a smooth
function g defined in a neighborhood of a compact set K ⊂ Rm we denote by
‖g‖C0(K) the number max{|u(x)| : x ∈ K} and we let

‖g‖Cj (K) :=
∑

|I |≤j

‖∂I g‖C0(K) ,

where, given a multiindex I = (i1, . . . , im) ∈ N
m, we let |I | = i1 + · · · + im and

∂I f = ∂ |I |f
∂x

i1
1 ∂x

i2
2 · · · ∂ximm

.

Proposition 17 Let U ⊂ R
N be an open set, K ⊂ U a compact set and f : U → R

a smooth function. Given any j ∈ N and any ε > 0, there is a polynomial P such
that ‖f − P‖Cj (K) ≤ ε.

Proof Using a partition of unity subordinate to a finite cover of K we can assume,
without loss of generality, that f ∈ C∞

c (U). The classical Weierstrass theorem
corresponds to the case j = 0, see for instance [87]: however the proof given in
the latter reference, which regularizes f by convolution with suitable polynomials,
gives easily the statement above for general j . Nash in [72] provides instead the
following elegant argument. Consider first a box [−M/2,M/2]N ⊂ RN containing
the support of f and let f̃ be the M-periodic function which coincides with f on
the box. If we expand f̃ in Fourier series as

f̃ (x) =
∑

λ∈ZN

aλe
2πMλ·x

and consider the partial sums

Sm(x) :=
∑

|λ|≤m

aλe
2πMλ·x ,
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then clearly ‖Sm − f ‖Cj (K) = ‖Sm − f̃ ‖Cj (K) ≤ ε/2 for m large enough. On the
other hand Sm is an entire analytic function and thus for a sufficiently large degree
d the Taylor polynomial T d

m of Sm at 0 satisfies ‖Sm − T d
m‖Cj (K) ≤ ε/2.

2.4 The Algebraic Description of Nash Manifolds and the
Characterization of Representations as Sheets

Proof (Proof of Proposition 4) First of all, for any (proper) ideal I the set
Z = Z(I ) of points of Σ at which all elements of I vanish must be nonempty.
Otherwise, for any point p ∈ Σ there would be an element fp ∈ I such that
fp(p) �= 0. Choose then an open neighborhood Up such that fp �= 0 on Up and
cover Σ with finitely many Upi . The function f := ∑

i f
2
pi

would belong to the

idealI and would be everywhere nonzero. But then 1
f

would belong toR, f · 1
f
= 1

would belong to the ideal I and the latter would coincide with R, contradicting the
assumption that I s a proper ideal.

Given a point p and a basic set B = {v1, . . . , vN } ⊂ R, the function

g(y) :=
∑

i

(vi (y)− vi(p))
2

vanishes only at p and belongs to R. Thus we have:

(i) The set I (p) of all elements which vanish at p must be nonempty. Moreover,
it cannot be the whole ring R because it does not contain the constant function
1. It is thus a proper ideal and it must be maximal: any larger ideal J would
necessarily have Z(J ) = ∅.

(ii) If I is a maximal ideal, then there must be an element p ∈ Z(I ) and, since
I ⊂ I (p), we must necessarily have I = I (p).

This shows the first part of the proposition. Next, let (Σ1,R1) and (Σ2,R2) be
two Nash manifolds. Clearly, if ϕ : Σ1 → Σ2 is a real analytic diffeomorphism
such that φ(f ) := f ◦ ϕ−1 maps R1 onto R2, then φ is a ring isomorphism. Vice
versa, let φ : R1 → R2 be a ring isomorphism. Using the correspondence above,
given a point p ∈ Σ1 we have a corresponding maximal ideal I (p) ⊂ R, which is
mapped by φ into a maximal ideal of R2: there is then a point ϕ(p) ∈ Σ2 such that
φ(I (p)) = I (ϕ(p)). We now wish to show that

φ(f )(ϕ(p)) = f (p) . (1)

First observe that:

if f vanishes at p, then φ(f ) must vanish at ϕ(p). (2)
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This follows from the property φ(f ) ∈ φ(I (p)) = I (ϕ(p)).
Next we follow the convention that, given a number q ∈ R, we let q denote both

the function constantly equal to q on Σ1 and that equal to q on Σ2. Since 1 is the
multiplicative unit of R1 and R2, then φ(1) = 1. Hence, using the ring axioms,
it follows easily that φ(q) = q for any q ∈ Q. Observe next that if f ∈ R1 is
a positive function on Σ1, then g := √

f is a real analytic function and it must
belong to R1, otherwise the latter ring would not satisfy the maximality condition
of Definition 3(d). Hence, if f > 0, then φ(f ) = (φ(

√
f ))2 ≥ 0. Thus f > g

implies φ(f ) ≥ φ(g). Fix therefore a constant real α and two rational numbers
q > α > q ′. We conclude q = φ(q) ≥ φ(α) ≥ φ(q ′) = q ′. Since q and q ′ might
be chosen arbitrarily close to α, this implies that φ(α) = α.

Having established the latter identity, we can combine it with (2) to conclude (1).
Indeed, assume f (p) = α. Then g = f − α vanishes at p and thus, by (2), φ(g) =
φ(f )− α vanishes at ϕ(p): thus φ(f )(ϕ(p)) = f (p).

Next, ϕ−1 is the map induced by the inverse of the isomorphism φ, from
which we clearly conclude φ(f ) = f ◦ ϕ−1. It remains to show that ϕ is real
analytic: the same argument will give the real analyticity of ϕ−1 as well, thus
completing the proof. Let B1 = {f1, . . . , fN } be a basic set for (Σ1,R1) and
B2 = {gN+1, . . . , gN+M } be a basic set for (Σ2,R2). Set gi := fi ◦ ϕ−1 =
φ(fi) for i ≤ N and fj := gj ◦ ϕ = φ−1(gj ) for j ≥ N + 1. Then
{f1, . . . , fN+M } and {g1, . . . , gN+M } are basic sets for Σ1 and Σ2 respectively.
The map f = (f1, . . . , fN+M) : Σ1 → RN+M is a real analytic embedding of Σ1
and g = (g1, . . . , gN+M) a real analytic embedding of Σ2 with the same image S.
We therefore conclude that ϕ = (g|S)−1 ◦ f is real analytic, which completes the
proof.

Proof (Proof of Proposition 7) Representation/⇒ Sheet. We consider first a Nash
manifold (Σ,R) of dimension n and a representation B = {f1, . . . , fN } ⊂ R. Our
goal is thus to show that, if we set f = (f1, . . . , fN ), then S := f (Σ) is a sheet
of an n-dimensional algebraic subvariety V ⊂ RN . First, recalling that B is a basic
set, we know that for each choice of 1 ≤ i1 < i2 < . . . < in+1 ≤ N there is a
(nontrivial) polynomial P = Pi1...in+1 such that P(fi1 , . . . , fin+1 ) = 0. Let then V0
be the corresponding algebraic subvariety, namely the set of common zeros of the
polynomials Pi1...in+1 . Clearly, by Proposition 14(b) the dimension of V0 can be at
most n. Otherwise there would be a point q ∈ V0 of maximal dimension d ≥ n+ 1
and there would be a neighborhood U of q such that V0 ∩ U is a real analytic d-
dimensional submanifold of RN . This would mean that, up to a relabeling of the
coordinates and to a possible restriction of the neighborhood, U ∩ V0 is the graph
of a real analytic function of the first d variables x1, . . . , xd . But then this would
contradict the existence of a nontrivial polynomial of the first n + 1 ≤ d variables
which vanishes on V0.

Note moreover that, since f is a smooth embedding of Σ , by Corollary 15 the
dimension must also be at least n. Hence we have concluded that the dimension of
V is precisely n.
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Next, if V0 is reducible, then there are two nontrivial subvarieties V and W of V0
such that V0 = V ∪W . One of them, say V , must intersect S on a set A of positive
n-dimensional volume. If P is any polynomial among the ones defining V , we then
must have P(f1, . . . , fN ) = 0 on A: however, since P(f1, . . . , fN ) is real analytic,
A has positive measure and S is a connected submanifold of RN , we necessarily
have P(f1, . . . , fN ) = 0 on the whole S. We thus conclude that S ⊂ V =: V1. If
V1 were reducible, we can go on with the above procedure and create a sequence
V0 ⊃ V1 ⊃ . . . of algebraic varieties containing S: however, by the well-known
descending chain condition in the Zariski topology (cf. [45]), this procedure must
stop after a finite number of steps. Thus, we have achieved the existence of an n-
dimensional irreducible subvariety V such that S ⊂ V .

We claim that S is a sheet of V . First of all, by Corollary 15, S must contain a
general point p of V because its dimension is n. Moreover, by Proposition 14 we
know that there is a neighborhood U of p such that U ∩ V is an n-dimensional
submanifold. By further restricting U we can assume that both U ∩ V and U ∩ S

are connected n-dimensional submanifolds. Since S ⊂ V , we must obviously have
S ∩ U = V ∩ U . Hence p is a point which satisfies condition (c) in Definition 6.
Next, fix a second point q ∈ S and let p̄ = f−1(p) and q̄ = f−1(q). Since Σ is
a connected real analytic manifold, we clearly know that there is γ̄ : [0, 1] → Σ

real analytic2 such that γ̄ (0) = q̄ and γ̄ (1) = q̄ . Thus γ := f ◦ γ̄ is a map as
in Definition 6(a). It remains to show that S is maximal among the subsets of V
satisfying Definition 6(a).

So, let S̃ be the maximal one containing S and fix p ∈ S̃: we claim that indeed
p ∈ S. By assumption we know that there is a real analytic curve γ : [0, 1] → S̃

such that γ (0) ∈ S is a general point and γ (1) = p. First of all, since γ (0) is a
general point of V , there is a neighborhood U of p where S and V coincide. Hence
there is δ > 0 such that γ ([0, δ[) ⊂ S. Set next

s := sup{s ∈ [0, 1] : γ ([0, s[) ⊂ S} .

Clearly, s is a maximum. Moreover, by compactness of S, q := γ (s) ∈ S:
we need then to show that s = 1. Assume, instead, that s < 1. Let U be
some coordinate chart in the real analytic manifold Σ containing f−1(q) and
y : U → Rn corresponding real analytic coordinates. There is δ > 0 such that
f−1(γ ([s − δ, s])) ⊂ U . The map γ̃ := y ◦ f−1 ◦ γ : [s − δ, s] → Rn is
then real analytic. Hence there is η > 0 so that γ̃ (t) can be expanded in power
series of (t − s) on the interval ]s − η, s]. Such power series converges then on

2Here we are using the nontrivial fact that in a connected real analytic manifold any pair of points
can be joined by a real analytic arc. One simple argument goes as follows: use first Whitney’s
theorem to assume, without loss of generality, that Σ is a real analytic submanifold of RN . Fix two
points p and q and use the existence of a real analytic projection in a neighborhood of Σ to reduce
our claim to the existence of a real analytic arc connecting any two points inside a connected open
subset of the Euclidean space. Finally use the Weierstrass polynomial approximation theorem to
show the latter claim.
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]s−η, s+η[ and extends γ̃ to a real analytic map on ]s−η, s+η[. Now, γ |]s−η,s+η[
and γ̄ := f ◦ y−1 ◦ γ̃ are two maps which coincide on the interval ]s − η, s]: since
they are both real analytic, they must then coincide on the whole ]s − η, s + η[.
Hence γ ([0, s + η[) ⊂ S, contradicting the maximality of s.

Sheet /⇒ Representation. Let v : Σ → RN be a real analytic embedding
of an n-dimensional real analytic manifold such that S = v(Σ) is a sheet of an
algebraic subvariety V with minimal field of definition F. Pick now a point q ∈ S

for which there is neighborhood U with U ∩ S = V ∩ U . By Corollary 15 there
must necessarily be a point p ∈ V ∩ U = S ∩ U with m := dim(V ) = dimV (p) ≥
n. By Proposition 14(c) there is an algebraic subvariety W ⊂ V with algebraic
dimension m containing p and with field of definition F′ ⊂ F. Note that by the
latter property we must necessarily have dimW(p) ≥ m and thus p is a general
point of W . Therefore, by Proposition 14(b) applied to W , there is a neighborhood
U ′ ⊂ U of p such that U ′ ∩W is an m-dimensional connected submanifold: since
U ′ ∩ S = U ′ ∩ V ⊃ U ′ ∩ W and S is an n-dimensional submanifold, m = n and
there is a neighborhood of p where W and S coincide.

We claim now that v(Σ) = S ⊂ W . Fix p′ ∈ S: we know that there is an analytic
function γ : [0, 1] → S such that γ (0) = p and γ (1) = p′. If P is a polynomial
of N variables which vanishes on W , then P ◦ γ vanishes on a neighborhood of 0.
Since P ◦ γ is real analytic, it must thus vanish on the whole interval [0, 1] and thus
P(p′) = 0. This shows that p′ is a zero of any polynomial which vanishes on W ,
which implies that p′ ∈ W . From the very definition of sheet, it follows that S is not
only a sheet of the subvariety V , but also a sheet of the subvariety W .

Having established that v(Σ) is a sheet of an n-dimensional subvariety of RN ,
it follows that any collection of n + 1 functions chosen among the coordinates
v1, . . . , vN must satisfy a nontrivial polynomial relation. Thus B := {v1, . . . , vN }
is a basic set. Now consider the ring R ′ of real analytic functions generated by B:
such ring obviously satisfies the requirements (a) and (c) of Definition 3. Choosing
a maximal one (among those satisfying these two requirements and containing B)
we achieve the desired structure (Σ,R) of which v is a representation.

2.5 Proof of the Existence of Representations and of the
Approximation Theorem

The proofs of the two theorems follow indeed the same path and will be given at the
same time. Before coming to them we need however the following very important
lemma.

Lemma 18 Let Q and R be two monic polynomials in one variable of degrees d1
and d2 with real coefficients and no common factors. Let P = QR be their product.
Then any monic polynomial P̃ of degree d = d1 + d2 with real coefficients in a
suitable neighborhoodU of P can be factorized in two monic polynomials Q̃ and R̃

of degrees d1 and d2, with real coefficients and which lie near Q and R respectively.
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Such decomposition is unique and the coefficients of the polynomials of each factor
depend analytically upon those of P̃ .

Proof First of all we show that the decomposition is unique. Note that two
polynomials have no common factors if and only if they have no (complex) root
in common. Let z1, . . . , zd1 be the roots of Q and w1, . . . , wd2 those of R (with
repetitions, accounting for multiplicities). If P̃ is close to P = QR, then its roots
will be close to z1, . . . zd1, w1, . . . , wd2 and thus they can be divided in unique way
in two groups: d1 roots close to the roots of Q and d2 roots close to those of R.
Clearly the zeros of the factor Q̃ must be close to those of Q and thus Q̃ is uniquely
determined, which in turn determines also the other factor R̃. Note moreover that
the coefficients of both Q̃ and R̃ must be real: it suffices to show that if a (nonreal)
root ζ of P̃ is a root of Q̃, then its complex conjugate ζ̄ is also a root of Q̃. Indeed,
either ζ is close to a real root of Q, in which case ζ̄ is close to the same root, or ζ
is close to a nonreal root of zi of Q, in which case ζ̄ is close to z̄i , which must be a
root of Q because Q has real coefficients.

In order to show the existence and the real analytic dependence, set

Q(x) = xd1 +
d1∑

i=1

aix
d1−i ,

R(x) = xd2 +
d2∑

i=1

bix
d2−i ,

P (x) = xd +
d∑

i=1

cix
d−i .

We then desire to find a neighborhood U of c = (c1, . . . , cd ) ∈ Rd and a real
analytic map (α, β) : U → Rd1 × Rd2 with the properties that

(a) xd+∑i c̃ix
d−i = (xd1+∑j αj (c̃)x

d1−j )(xd2+∑k βk(c̃)x
d2−k) for any c̃ ∈ U ;

(b) α(c) = a and β(c) = b.

Given α, β vectors in some neighborhoods U1 and U2 of a and b, let Qα := xd1 +∑
j αjx

d1−j , Rβ := xd2 +∑k βkx
d2−k and QαRβ = xd +∑i γix

d−i . This defines

a real analytic (in fact polynomial!) map U1 × U2 % (α, β) �→ γ (α, β) ∈ Rd with
the property that γ (a, b) = c. Our claim will then follow from the inverse function
theorem if we can show that the determinant of the matrix of partial derivatives of
γ at the point (a, b) is nonzero. The latter matrix is however the Sylvester matrix
of the two polynomials Q and R: the determinant of the Sylvester matrix of two
polynomials (called the resultant), vanishes if and only if the two polynomials have
a common zero, see [2].

We are now ready to prove the two main theorems, namely Theorems 9 and 8.
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Proof (Proof of Theorem 9) We start with Theorem 9 and consider therefore a
smooth embedding w : Σ → Rm of a smooth closed connected manifold Σ of
dimension n. By Whitney’s theorem we can assume, without loss of generality,
that w is real analytic. Consider now a tubular neighborhood U := U4δ(Σ) so
that the nearest point projection x �→ π(x) ∈ Σ is real analytic on U and let
v : U → Rm be the function v(x) := π(x)− x. For each x let also Tπ(x)Σ be the
n-dimensional tangent space to Σ at π(x) (considered as a linear subspace of Rm)
and let ξ �→ K(x)ξ be the orthogonal projection from Rm onto T ⊥

π(x)Σ , namely
the orthogonal complement of the tangent Tπ(x)Σ . We therefore consider K(x) to
be a symmetric m × m matrix with coefficients which depend analytically upon x.
Let next u and L be two maps with polynomial dependence on x which on U3δ(Σ)

approximate well the maps v and K. More precisely

(i) L(x) is an m × m symmetric matrix for every x, with entries which are
polynomial functions of the variable x; similarly the components of u(x) are
polynomial functions of x;

(ii) ‖u−v‖CN(U3δ(Σ))+‖L−K‖CN(U3δ(Σ)) ≤ η, where N is a large natural number
and η a small real number, whose choices will be specified later.

The characteristic polynomial of K is P(λ) = (λ − 1)m−nλn. We can then apply
Lemma 18 and, assuming η is sufficiently small, the characteristic polynomialPx(λ)

of L(x) can be factorized as Qx(λ)Rx(λ) where

(iii) Rx(λ) is close to λn;
(iv) Qx(λ) is close to (λ− 1)m−n;
(v) The coefficients of Rx and Qx depend analytically upon x.

It turns out that both Qx and Rx have all real roots (since L(x) is symmetric, its
eigenvalues are all real). Moreover, the eigenvectors with eigenvalues which are
roots of Rx span an n-dimensional vector subspace τ (x) of Rm which is close to
Tπ(x)(Σ). On the other hand the eigenvectors with eigenvalues which are roots of
Qx span the orthogonal of τ (x), which we will denote by τ (x)⊥ (recall that L(x) is
a symmetric matrix!). Consider next the symmetric matrix P(x) = Rx(L(x)). Then
the kernel of the linear map ξ �→ P(x)ξ is τ (x). Moreover |P(x)ξ − ξ | ≤ Cη|ξ |
for every ξ ∈ τ (x)⊥, where C is only a dimensional constant: this happens because
P(x) is close to (K(x))n, whose linear action on T ⊥

π(x)Σ is the identity.
Consider now the map

z(x) := x + v(x)− K(x)P(x)u(x)
︸ ︷︷ ︸

=:ψ(x)

.

The map x �→ z(x) is clearly real analytic on U2δ. Moreover, as η ↓ 0, the map
v − ψ converges to x �→ v(x) − K(x)K(x)v(x) = 0, because K(x)v(x) = v(x).
The latter convergence is in CN . Since N is larger than 1, for η sufficiently close to 0
this will imply the local invertibility of the function z. In fact, by the inverse function
theorem and compactness of U3δ(Σ) we conclude the existence of a σ > 0 and an
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η0 such that, if η < η0, then z is injective in Bσ (y) for every y ∈ U2δ(Σ). Then,
choosing η < min{η0, σ/(3C)} for a suitable dimensional constant C we conclude
the global injectivity of z on U2δ(Σ): if we have z(x) = z(x ′) and x �= x ′, then
necessarily |x − x ′| ≥ σ . On the other hand the C0 norm of the difference between
z and the identity map is given by Cη and thus we can estimate

|z(x)− z(x ′)| ≥ |x − x ′| − |z(x)− x| − |z(x ′)− x ′| ≥ σ − 2σ

3
.

Finally, by possibly choosing η even smaller, we can assume thatUδ(Σ) is contained
in z(U2δ(Σ)).

Let now z−1 be the inverse of z on Uδ(Σ), which is analytic by the inverse
function theorem. We claim that the real analytic subvariety Γ = z−1(Σ) is a sheet
of an algebraic subvariety: this would complete the proof of Theorem 9, provided
N is large enough and η small enough.

Note now that, for any choice of x, x + v(x) = π(x) belongs to Σ and ψ(x) is
orthogonal to Tπ(x)Σ , by definition of K(x). Hence z(x) belongs to Σ if and only if
ψ(x) = 0. We conclude therefore that Γ is indeed the set where ψ vanishes. Recall
moreover that, choosing η sufficiently small, P(x)u(x) belongs to the plane τ (x)⊥
which is close to T ⊥

π(x)Σ: hence K(x)P(x)u(x) = 0 is equivalent to the condition
P(x)u(x) = 0. Γ is therefore the zero set of

Rx(L(x))u(x) = 0 .

Note however that the coefficients of the polynomial Rx(λ) are just analytic
functions of x and not polynomial functions of x: it is therefore not obvious that
Γ is a sheet of an algebraic subvariety. From now on we let φ(x) be the map
Rx(L(x))u(x).

Consider now Rm+n as a product of Rm with the linear space of polynomials
of degree n and real coefficients in the unknown λ. In other words, to every point
(x, a) ∈ Rm+n we associate the pair x ∈ Rn and pa(λ) = λn+a1λ

n−1+. . .+an. For
any (x, a) consider the polynomial qx,a(λ) which is the remainder of the division of
Px(λ), the characteristic polynomial of L(x), by the polynomialpa(λ). In particular,
let ηj (x, a) be the coefficients of qx,a , namely

qx,a(λ) = η1(x, a)λ
n−1 + η2(x, a)λ

n−2 + . . .+ ηn(x, a) .

The corresponding map (x, a) �→ η(x, a) = (η1(x, a), . . . , ηn(x, a)) is a
polynomial map, because the coefficients of Px(λ) depend polynomially on x! For
any element (x, a), define ϕ(x, a) := pa(L(x))u(x) and consider thus the system
of polynomial equations

⎧
⎨

⎩

η(x, a) = 0

ϕ(x, a) = 0
(3)
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Such system defines a real algebraic subvariety V of Rm+n. Now, consider the
analytic map x �→ Ψ (x) = (x, Rx) ∈ Rm+n. Since the remainder of the division
of Px by Rx is 0, we clearly have η(Ψ (x)) = 0. Moreover, since ϕ(x,Rx) = φ(x),
we conclude that Ψ (Γ ) is a subset of the set of solutions of (3), namely a subset
of V . Moreover Ψ (Γ ) is a real analytic embedding of Γ and hence also a real
analytic embedding of Σ . We next claim that Ψ (Γ ) is in fact an isolated sheet of
V . The only thing we need to show is that in a neighborhood of Ψ (Γ ) the only
solutions of (3) must be images of Γ through Ψ . If (x ′, a) is a zero of (3) near an
element of (x, Rx) ∈ Ψ (Γ ), it then follows that the polynomial pa must be close
to the polynomial Rx and must be a factor of Px ′ . Recall however that Rx(λ) is
close to the polynomial λn and, by Lemma 18, nearby λn there is a unique factor of
Px ′ which is a monic polynomial of degree n close to λn: such factor is Rx ′! This
implies that pa = Rx ′ and hence that ϕ(x ′, a) = φ(x ′). But then φ(x ′) = 0 implies
that x ′ ∈ Γ , which completes the proof that Ψ (Γ ) is an isolated sheet of the real
algebraic subvariety V of Rm+n.

In particular, Ψ (Γ ) is a proper representation, by Proposition 7. But Γ is a
projection of such representation, which is still an analytic submanifold and thus
it is easy to see that Γ is also a representation of Σ: namely the components of
z−1 : Σ → Rn give a basic set B of Σ and, using the same procedure of the proof
of Proposition 7 we can find a Nash ring R containing B, concluding the proof of
Theorem 9.

Proof (Proof of Theorem 8) Fix a connected smooth closed differentiable manifold
of dimension n and, following the previous proof, consider the isolated sheet
Ψ (Γ ) of the algebraic subvariety V of R

m+n constructed above. We next use
the classical projection argument of Whitney, cf. [105], to show that, if π is the
orthogonal projection ofRm+n onto a generic (in the sense of Baire category) 2n+1-
dimensional subspace of Rm+n, π(Ψ (Γ )) is still a submanifold, it is a connected
component of π(V ) and that π(V ) is a an algebraic subvariety3 of R

2n+1. The
latter claim would then give a proper representation in R

2n+1 and would thus show
Theorem 8.

In order to accomplish this last task, we first observe that it suffices to show the
existence of a projection onto an hyperplane, providedm+n > 2n+1: we can then
keep reducing the dimension of the ambient Euclidean space until we reach 2n+ 1.
Next, for each hyperplane τ ⊂ R

m+n we denote by Pτ the orthogonal projection
onto it. The classical argument of Whitney implies that:

(a) For a dense open subset of τ ’s in the Grassmanian G of hyperplanes of Rm+n

the map Pτ restricted on Ψ (Γ ) is an immersion (i.e. its differential has full rank
at every p ∈ Ψ (Γ )).

(b) For a generic subset of τ ’s, Pτ is injective on Ψ (Γ ).

3The projection of an algebraic subvariety is not always an algebraic subvariety: here as well we
are taking advantage of the genericity of the projection.
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Thus for a dense open subset of τ ’s, Pτ ◦ Ψ is an embedding of Γ . However, note
that point (b) cannot be obviously extended to give injectivity of Pτ on the whole
subvariety W , because W \ Ψ (Γ ) is not necessarily a submanifold. We claim that,
nonetheless,

Pτ (Ψ (Γ )) ∩ Pτ (W \ Ψ (Γ )) = ∅ for τ in a dense open subset of G. (4)

Indeed, by Proposition 14, we know that W \ Ψ (Γ ) can be covered by countably
many submanifolds Wi , of dimension di ≤ n. Without loss of generality we can
assume that each Wi is compact, has smooth boundary and does not intersect Ψ (Γ ).
Consider the map Ψ (Γ ) × Wi % (x, y) �→ z(x, y) := x−y

|x−y| . Since z is smooth,
z(Ψ (Γ ) × Wi) is a (closed) set of Hausdorff dimension at most n + di ≤ 2n <

m+n−1 and thus it is meager. In particular we conclude that the set K := z(Ψ (Γ )×
(W \ Ψ (Γ ))) is a countable union of meager sets and thus a set of first category.
Hence the set U ⊂ Sm+n−1 of points p for which neither p nor −p belongs to K is a
generic subset of Sm+n−1. Clearly, the set of hyperplanes τ orthogonal to {p,−p} ⊂
U is a generic subset of hyperplanes for which Pτ (Ψ (Γ )) ∩ Pτ (W \ Ψ (Γ )) = ∅.

Finally, it is a classical fact in real algebraic geometry that, for a generic subset
of τ , Pτ (W) is a real algebraic subvariety. Nash refers to the “classical algebraic
geometrical method of generic linear projection”, cf. [73, p. 415]. However, it is
possible to conclude the existence of a good projection directly with an algebraic
variant of Whitney’s argument.4 For completeness we report this alternative possi-
bility in the next two paragraphs.

Consider the complexification WC ⊂ Cm+n of W (i.e., WC is the smallest
complex algebraic subvariety of Cm+n containing W ). We have that WC has (real)
dimension 2n, W = WC∩Rm+n andΨ (Γ ) is contained in the set W∗

C
of nonsingular

points of WC: for any point p ∈ Ψ (Γ ) there is a neighborhoodU of p in Cm+n such
that U ∩WC is the zero set of m polynomials with linearly independent gradients.
We identify PP

m+n−1(C) with the hyperplane at infinity of Cm+n. Thus, we can
consider PPm+n(C) as the union Cm+n ∪ PP

m+n−1(C). For each nonzero vector τ
of Cm+n we indicate by [τ ] the corresponding point of PPm+n−1(C). Let S denote
the set of all [τ ] of the form τ = x − y with x, y ∈ WC and x �= y. Note that
S has Hausdorff dimension at most 4n and the same is true for its closure5 T

in PP
m+n−1(C). The set T contains all points at infinity of WC (i.e. T contains

the intersection between PP
m+n−1(C) and the closure of WC in PP

m+n(C)). It
is immediate to verify that T contains also all the points [τ ] such that τ is a
nonzero vector of Cm+n tangent to the complex manifold W∗

C
at some of its points.

Since 2(m + n − 1) > 4n, T turns out to be a proper (i.e. T � PP
m+n−1(C))

complex algebraic subvariety of PP
m+n−1(C). Thus, the subset PPm+n−1(R) of

4Many thanks to Riccardo Ghiloni for suggesting this argument, which follows closely the proof
of [55, Lem. 3.2].
5Observe that in this context the closure in the Euclidean topology coincides with the Zariski
closure.
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PP
m+n−1(C) cannot be completely contained in T . Choose [ν] ∈ PP

m+n−1(R)\T .
Denote by H the hyperplane of Rm+n orthogonal to τ and by HC ⊂ Cm+n its
complexification.

Observe that the orthogonal projection ρ : Rm+n → H extends to the projection
ρC : Cm+n → HC which maps each point x into the unique point of the intersection
between HC and the projective line joining [ν] and x. Since [ν] �∈ T , the restriction
ρ′
C

of ρC to WC is proper and injective, and it is an immersion on W∗
C

. In particular,
ρ′
C
(WC) is a complex algebraic subvariety of HC and ρ′

C
(x) is a nonsingular point

of ρ′
C
(WC) for each x ∈ Ψ (Γ ). It follows immediately that the restriction ρ′ of ρ

to W is an homeomorphism onto its image and it is a real analytic embedding on
Ψ (Γ ). It remains to prove that ρ′(W) is a real algebraic subvariety of H . It suffices
to show that ρ′(W) = ρ′

C
(WC)∩H or, equivalently, that ρ′

C
(WC)∩H ⊂ ρ′(W). Let

x ∈ ρ′
C
(WC) ∩ H and let y ∈ WC with ρ′

C
(y) = x. We must prove that y ∈ Rm+n.

Note that the conjugate point y of y belongs to WC, because WC can be described
by real polynomial equations. In this way, since [ν] is real (i.e. [ν] ∈ PP

m+n−1(R)),
ρ′
C
(y) = x = x = ρ′

C
(y). On the other hand, ρ′

C
is injective and hence y ∈ Rm+n

as desired.

2.6 Proof of the Uniqueness of the Nash Ring

We finally turn to Theorem 10. Let (Σ,R1) and (Γ,R2) be two structures of Nash
manifolds on two diffeomorphic manifolds and consider two corresponding proper
representations v1 : Σ → Rn1 and v2 : Γ → Rn2 . Let α : Γ → Σ be a
diffeomorphism and, using Whitney’s theorem, assume without loss of generality
that α is real analytic and define a := v1◦α◦v−1

2 on v2(Γ ). Consider a neighborhood
Uδ(v2(Γ )) where the nearest point projection π2 on v2(Γ ) is real analytic and let
w := a ◦π2: w is a real analytic mapping from Uδ(v2(Γ )) onto v1(Σ). We can then
approximate w in C1 with a map z whose coordinate functions are polynomials.
If the approximation is good enough, we can assume that w takes values in a
neighborhood Uη of v1(Σ) where the nearest point projection π1 is real analytic
and well defined. Now the nearest point projection π1(y) of a point y onto v1(Σ) is
in fact characterized by the orthogonality of y−π1(y) to the tangent space to v1(Σ)

at π1(y). It is easy to see that this is a set of polynomial conditions when v1(Σ) is, as
in this case, a smooth real algebraic submanifold. Thus π1 is an algebraic function.
Hence ζ := π1 ◦ z is also an algebraic function. If z is close enough to w in the
Ck norm, then the restriction of z to v2(Γ ) will be close enough to a in the C1

norm: in particular when this norm is sufficiently small the restriction of z to v2(Σ)

must be a diffeomorphism of v2(Γ ) with v1(Σ). By the implicit function theorem,
the inverse will also be real analytic. Since, however, z is algebraic, its inverse will
also be algebraic. Thus z gives the desired isomorphism between the two algebraic
structures.
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3 C1 Isometric Embeddings

3.1 Introduction

Consider a smooth n-dimensional manifold Σ with a smooth Riemannian tensor g
on it. If U ⊂ Σ is a coordinate patch, we write g as customary in local coordinates:

g = gij dxi ⊗ dxj ,

where we follow the Einstein’s summation convention. The smoothness of g means
that, for any chart of the smooth atlas, the coefficients gij are C∞ functions.

An isometric immersion (resp. embedding) u : Σ → Rn is an immersion (resp.
embedding) which preserves the length of curves, namely such that

�g(γ ) = �e(u ◦ γ ) for any C1 curve γ : I → Σ .

Here �e(η) denotes the usual Euclidean length of a curve η, namely

�e(η) =
∫

|η̇(t)| dt ,

whereas �g(γ ) denotes the length of γ in the Riemannian manifold (Σ, g): if γ

takes values in a coordinate patch U ⊂ Σ the explicit formula is

�g(γ ) =
∫ √

gij (γ (t))γ̇i (t)γ̇j (t) dt . (5)

The existence of isometric immersions (resp. embeddings) is a classical problem,
whose formulation is attributed to the Swiss mathematician Schläfli, see [88]. At the
time of Nash’s works [73, 75] comparatively little was known about the existence of
such maps. Janet [54], Cartan [15] and Burstin [14] had proved the existence of local
isometric embeddings in the case of analytic metrics. For the very particular case of
2-dimensional spheres endowed with metrics of positive Gauss curvature, Weyl in
[103] had raised the question of the existence of isometric embeddings in R3. The
Weyl’s problem was solved by Lewy in [62] for analytic metrics and, only shortly
before Nash’s work, another brilliant young mathematician, Louis Nirenberg, had
settled the case of smooth metrics (in fact C4, see Nirenberg’s PhD thesis [81]
and the note [82]); the same problem was solved independently by Pogorolev [85],
building upon the work of Alexandrov [3] (see also [86]).

In his two papers on the topic written in the 1950s (he wrote a third contribution
in the 1960s, cf. [78]), Nash completely revolutionized the subject. He first proved
a very counterintuitive fact which shocked the geometers of his time, namely
the existence of C1 isometric embeddings in codimension 2 in the absence of
topological obstructions. He then showed the existence of smooth embeddings in
sufficiently high codimension, introducing his celebrated approach to “hard implicit
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function theorems”. In this section we report the main statements and the arguments
of the first paper [73].

We start by establishing the following useful notation. First of all we will use the
Einstein summation convention on repeated indices. We then will denote by e the
standard Euclidean metric on RN , which in the usual coordinates is expressed by
the tensor

δij dxi ⊗ dxj .

If v : Σ → RN is an immersion, we denote by v�e the pull-back metric on Σ .
When U ⊂ Σ is a coordinate patch, the pull-back metric in the local coordinates is
then given by

v�e = (∂iv · ∂jv)dxi ⊗ dxj ,

where ∂iv is the i-th partial derivative of the map v and · denotes the usual Euclidean
scalar product. The obvious necessary and sufficient condition in order for a C1 map
u to be an isometry is then given by u�e = g, which amounts to the identities

gij = ∂iu · ∂ju . (6)

Note that this is a system of n(n+1)
2 partial differential equations in N unknowns (if

the target of u is RN ).
In order to state the main theorems of Nash’s 1954 note, we need to introduce

the concept of “short immersion”.

Definition 19 (Short maps) Let (Σ, g) be a Riemannian manifold. An immersion
v : Σ → RN is short if we have the inequality v�e ≤ g in the sense of quadratic
forms: more precisely h ≤ g means that

hijw
iwj ≤ gijw

iwj for any tangent vector w. (7)

Analogously we write h < g when (7) holds with a strict inequality for any nonzero
tangent vector. Hence, if the immersion v : Σ → RN satisfies the inequality v�e <

g, we say that it is strictly short.

Using (5) we see immediately that a short map shrinks the length of curves,
namely �e(v(γ )) ≤ �g(γ ) for every smooth curve γ . The first main theorem of
Nash’s paper is then the following result.

Theorem 20 (Nash’s C1 isometric embedding theorem) Let (Σ, g) be a smooth
closed n-dimensional Riemannian manifold and v : Σ → RN a C∞ short
immersion with N ≥ n+ 2. Then, for any ε > 0 there is a C1 isometric immersion
u : Σ → RN such that ‖u − v‖C0 < ε. If v is, in addition, an embedding, then u

can be assumed to be an embedding as well.

The closedness assumption can be removed, but the corresponding statement is
slightly more involved and in particular we need the notion of “limit set”.
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Definition 21 (Limit set) Let Σ be a smooth manifold and v : Σ → RN . Fix an
exhaustion of compact sets Γk ⊂ Σ , namely Γk ⊂ Γk+1 and ∪kΓk = Σ . The limit
set of v is the collection of points q which are limits of any sequence {v(pk)} such
that pk ∈ Σ \ Γk .

Theorem 22 (C1 isometric embedding, nonclosed case) Let (Σ, g) be a smooth
n-dimensional Riemannian manifold. The same conclusions of Theorem 20 can be
drawn if the map v is short and its limit set does not intersect its image. Moreover,
we can impose that the nearby isometry u has the same limit set as v if v is strictly
short.

Combined with the classical theorem of Whitney on the existence of smooth
immersions and embeddings, the above theorems have the following corollary.

Corollary 23 Any smooth n-dimensional Riemannian manifold has a C1 isometric
immersion in R2n and a C1 isometric embedding in R2n+1. If in addition the
manifold is closed, then there is a C1 isometric embedding6 in R2n.

Remark 24 In Nash’s original paper the C0 estimate of Theorem 20 is not men-
tioned, but it is an obvious outcome of the proof. Moreover, Nash states explicitly
that it is possible to relax the condition N ≥ n + 2 to the (optimal) N ≥ n + 1
using more involved computations, but he does not give any detail. Indeed, such a
statement was proved shortly after by Kuiper in [60], with a suitable adaptation of
Nash’s argument. The final result is then often called the Nash–Kuiper Theorem.

The Nash–Kuiper C1 isometric embedding theorem is often cited as one of the
very first instances of Gromov’s h-principle, cf. [29, 39]. Note that it implies that
any closed 2-dimensional oriented Riemannian manifold can be embedded in an
arbitrarily small ball of the Euclidean 3-dimensional space with a C1 isometry. This
statement is rather striking and counterintuitive, especially if we compare it to the
classical rigidity for the Weyl’s problem (see the classical works of Cohn-Vossen
and Herglotz [18, 47]): if Σ is a 2-dimensional sphere and g a C2 metric with
positive Gauss curvature, the image of every C2 isometric embedding u : Σ → R3

is the boundary of a convex body, uniquely determined up to rigid motions of
R3. Nash’s proof of Theorem 20 (and Kuiper’s subsequent modification) generates
indeed a C1 isometry which has no further regularity. It is interesting to notice
that a sufficiently strong Hölder continuity assumption on the first derivative is still
enough for the validity of the rigidity statement in the Weyl’s problem (see [10, 19]),
whereas for a sufficiently low Hölder exponent α the Nash–Kuiper Theorem still
holds in C1,α (see [11, 19, 25]). The existence of a threshold exponent distinguishing
between the two different behaviors in low codimension is a widely open problem,
cf. [39, p. 219] and [107, Problem 27], which bears several relations with a well-

6Closed manifolds can be C1 isometrically immersed in lower dimension: already at the time of
Nash’s paper this could be shown in R2n−1 (for n > 1!) using Whitney’s immersion theorem.
Nowadays we can use Cohen’s solution of the immersion conjecture to lower the dimension to
n− a(n), where a(n) is the number of 1’s in the binary expansion of n, cf. [17].
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known conjecture in the theory of turbulence, solved very recently with methods
inspired by Nash’s approach to Theorem 20, cf. [12, 13, 27, 51, 97].

3.2 Main Iteration

We start by noticing that Theorem 20 is a “strict subset” of Theorem 22: if Σ is
closed, then the limit set of any map is empty. Moreover, the following simple
topological fact will be used several times:

Lemma 25 Let Σ be a differentiable n-dimensional manifold and {Vλ} an open
cover of Σ . Then there is an open cover {U�} with the properties that:

(a) each U� is contained in some Vλ;
(b) the closure of each U� is diffeomorphic to an n-dimensional ball;
(c) each U� intersects at most finitely many other elements of the cover;
(d) each point p ∈ Σ has a neighborhood intersecting at most n + 1 elements of

the cover;
(e) {U�} can be subdivided into n + 1 classes Ci consisting of pairwise disjoint

U�’s.

Proof By a classical theorem Σ can be triangulated (see [104]) and by locally
refining the triangulation we can assume that each simplex is contained in some Vλ.
Denote by S such triangulation and enumerate its vertices as {S0

i }, its 1-dimensional
edges as {S1

i } and so on. Then take the barycentric subdivision of S and call it T
(cf. Fig. 3). We notice the following facts:

(i) For each vertex S0
i consider the interior U0

i of the star of S0
i in the triangulation

T , see Fig. 4 (recall that the star of S0
i is usually defined as the union of all

simplices of the triangulation which contain S0
i , cf. for instance [46, p. 178]).

Observe that the U0
i are pairwise disjoint.

Fig. 3 A planar triangulation S and its barycentric subdivision T
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Fig. 4 The shaded area on the left depicts one of the sets U0
i , whereas the shaded area on the right

depicts one of the sets U1
j

(ii) For each edge S1
i consider the interior U1

i of the star of S1
i in the triangulation

T , see Fig. 4. The U1
i are pairwise disjoint. Moreover, observe that if U1

i ∩
U0
j �= ∅, then S0

j ⊂ S1
i .

(iii) Proceed likewise up to n − 1. Complete the collection {Ut
i : 0 ≤ t ≤ n − 1}

with the interiors Un
i of the n-dimensional simplices Sni of S and denote such

final collection by C .

The family C is obviously an open cover of the manifolds which satisfies (a) and
(e) by construction. If two distinct elements Us

i and Ut
j have nonempty intersection

and s ≥ t , then s > t and Stj is a face of Ssi : this implies that C satisfies (c). Each

U
j
s is diffeomorphic to the open Euclidean n-dimensional ball, but its closure is

only homeomorphic to the closed ball: however, it suffices to choose an appropriate
smaller open set for each U

j
s to achieve an open cover which satisfies (b), while

keeping (a), (c) and (e). In fact such open cover can be chosen so that a stronger
version of (e) holds, namely that the closures of the elements of Ci are pairwise
disjoint. Statement (d) is then obvious consequence of the latter property: for each
class i we either have that p is contained in the closure of an element of Ci , and
hence there is a neighborhood of p which intersects only that element, or it is not
contained in any of such closures, and hence it has a neighborhood that does not
intersect any element of Ci .

From now on we fix therefore a smooth manifold Σ as in Theorem 22 and a
corresponding smooth atlas A = {U�} (which is either finite or countably infinite)
where the U�’s have compact closure and satisfy the properties (b), (c), and (d) of
Lemma 25.

Given any symmetric (0, 2) tensor h on Σ we write h = hij dxi ⊗ dxj and
denote by ‖h‖0,U� the supremum of the Hilbert–Schmidt norm of the matrices
hij (p) for p ∈ U�. Similarly, if v : Σ → RN is a C1 map, we write
‖Dv‖0,U� for the supremum of the Hilbert–Schmidt norms of the matrices
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Dv(p) = (∂1v(p), . . . , ∂nv(p)), where p ∈ U�. Finally, we set

‖h‖0 := sup
�

‖h‖0,U� ,

‖Dv‖0 := sup
�

‖Dv‖0,U� .

We are now ready to state the main inductive statement7 whose iteration will prove
Theorem 22.

Proposition 26 (Iteration stage) Let (Σ, g) be as in Theorem 22 and w : Σ →
R
N a smooth strictly short immersion. For any choice of positive numbers η� > 0

and any δ > 0 there is a smooth short immersion z : Σ → R
N such that

‖z−w‖0,U� < η� ∀� , (8)

‖g − z�e‖0 < δ , (9)

‖Dw −Dz‖0 < C

√

‖g − w�e‖0 , (10)

for some dimensional constant C. If w is injective, then we can choose z injective.

Note that the right-hand side of (10) might be ∞ (because Σ is not necessarily
compact), in which case the condition (10) is an empty requirement. We show first
how to conclude Theorem 22 from the proposition above. Subsequently we close
this section by proving Corollary 23. The rest of the section will then be dedicated
to prove Proposition 26.

Proof (Proof of Theorem 22) Let v0 := v and ε be as in the statement and assume
for the moment that v is an immersion. Moreover, without loss of generality we can
assume that v is strictly short: it suffices to multiply v by a constant smaller than
(but sufficiently close to) 1. Note that such operation will change the limit set of v,
which explains why in the last claim of the theorem we assume directly that v is
strictly short.

We will produce a sequence of maps vq by applying iteratively Proposition 26.
Since the limit set of v is closed and v(U�) compact, there is a positive number β�
such that any point of v(U�) is at distance at least β� from the limit set of v. We
then define the numbers

η̄q,� := 2−q−1 min{ε, β�, 2−�} ,
δq := 4−q .

7This is what Nash calls “a stage”, cf. [73, p. 391].
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At each q ≥ 1 we apply Proposition 26 with w = vq−1, η� = η̄q,�, and δ = δq to
produce z =: vq . We then conclude immediately that:

(a) ‖vq − vq−1‖0 ≤ 2−q−1ε and thus vq converges uniformly to some u with ‖u−
v‖0 ≤ ε

∑
q≥1 2−q−1 = ε

2 ;

(b) similarly ‖v − u‖0,U� ≤ β�
∑

q≥1 2−q−1 = β�
2 ;

(c) again by a similar computation ‖u − v‖0,U� ≤ 2−� and thus the limit set of u
coincides with the limit set of v; combined with the estimate above, this implies
that the limit set of u does not intersect the image of u;

(d) ‖Dvq −Dvq−1‖0 ≤ C2−q+1 for every q ≥ 2 and thus u is a C1 map (observe
that we claim no bound on ‖Dv1 − Dv0‖0; on the other hand we do not need
it!);

(e) since vq converges to u in C1, we have g − u�e = limq(g − v
�
qe) = 0 and

thus u is an isometry, from which we also conclude that the differential of u has
everywhere full rank and hence u is an immersion.

It remains to show that, if v is injective, then the iteration above can be arranged
so to guarantee that u is also injective. To this aim, notice first that all the
conclusions above certainly hold in case we implement the same iteration applying
Proposition 26 with parameters ηq,� smaller than η̄q,�. Moreover the proposition
guarantees the injectivity at each step: we just need to show that the limit map is
also injective. For each q consider the compact set Vq := ∪�≤qU� and the positive
numbers

2γi := min{|vi(x)− vi(y)| : d(x, y) ≥ 2−i , x, y ∈ Vi} for i < q ,

where d is the geodesic distance induced by the Riemannian metric g. We then set
ηq,� := min{η̄q,�, 2−q−1γ1, 2−q−1γ2, . . . , 2−q−1γq−1} and apply the iteration as
above with ηq,� in place of η̄q,�. We want to check that the resulting u is injective.
Fix x �= y in Σ and choose q ≥ 1 such that 2−q ≤ d(x, y) and x, y ∈ Vq . We can
then estimate

|u(x)−u(y)| ≥ |vq(x)−vq(y)|−
∑

k≥q
‖vk+1−vk‖0,Vq ≥ 2γq−

∑

k≥q
2−k−1γq ≥ γq > 0 .

Hence u(x) �= u(y). The arbitrariness of x and y shows that u is injective and
completes the proof.

Proof (Proof of Corollary 23) Recall that, according to Whitney’s embedding
theorem in its strong form (see [106]), any smooth differentiable manifold Σ of
dimension n can be embedded in R2n. If the manifold in addition is closed, then it
suffices to multiply the corresponding map by a sufficiently small positive constant
to make it short and the existence of a nearby C1 isometry with the desired property
follows from Theorem 20.
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The general case requires somewhat more care. Fix a smooth Riemannian
manifold (Σ, g) of dimension n, not closed. Below we will produce a suitable
smooth embedding z : Σ → RN for N = (n + 1)(n + 2), with the additional
properties that

(i) z is a short map;
(ii) the limit set of z is {0} and does not intersect the image of z.

We then can follow the standard procedure of the proof of the Whitney’s embedding
theorem in its weak form (cf. [105]): if we consider the Grassmannian of 2n+ 1
dimensional planes π of R

N , we know that, for a subset of full measure, the
projection Pπ onto π is injective and has injective differential on z(Σ). A similar
argument shows that, for a set of planes π of full measure, Pπ(z(Σ)) does not
contain the origin. Since clearly Pπ ◦ z is also short, the map v := Pπ ◦ z satisfies
the assumptions of Theorem 22. If we drop the injectivity assumption on π (namely
we restrict to immersions), we can project on a suitable 2n-dimensional plane.

Coming to the existence of z, we use the atlas {U�} of Σ given by Lemma 25
and we let Φ� : U� → R

n be the corresponding charts. Observe that, since Σ is not
closed, the atlas is necessarily (countably) infinite. After further multiplying each
Φ� by a positive scalar we can assume, without loss of generality, that |Φ�| ≤ 1.
Recall the n + 1 classes Ci of Lemma 25(e). Consider then a family of smooth
functions ϕ�, each supported in U�, with 0 ≤ ϕ� ≤ 1 and such that for any point
p ∈ Σ there is at least one ϕ� which is equal to 1 in some neighborhood of p.
Finally, after numbering the elements of the atlas, we fix a vanishing sequence ε� of
strictly monotone positive numbers, whose choice will be specified in a moment.

We are now ready to define our map z, which will be done specifying each
component zj . Fix p ∈ Σ and i ∈ {1, . . . , n + 1}. If p does not belong to any
element of Ci , then we set z(i−1)(n+2)+1(p) = . . . = zi(n+2)(p) = 0. Otherwise,
there is a unique U� ∈ Ci with p ∈ U� and we set:

z(i−1)(n+2)+j (p) = ε2
�ϕ�(p)(Φ�(p))j for j ∈ {1, . . . , n}, (11)

z(i−1)(n+2)+n+1(p) = ε2
�ϕ�(p) , (12)

z(i−1)(n+2)+n+2(p) = ε�ϕ�(p) . (13)

Now, for any point p there is at least one � for which ϕ� is identically equal to 1 in
a neighborhood of p: this will have two effects, namely that the differential of z at
p is injective and that z(p) �= 0. Since the limit set of z is obviously 0, condition
(ii) above is satisfied. To prove that z is an embedding we need to show that z is
injective. Fix two points p and q and fix a U� ∈ Ci for which ϕ�(p) = 1. If q ∈ U�,
then either ϕ�(q) �= 1, in which case z(i−1)(n+2)+n+1(p) �= z(i−1)(n+2)+n+1(q), or
ϕ�(q) = 1. In the latter case we then conclude z(q) �= z(p) because Φ�(p) �=
Φ�(q). If q �∈ U� and ϕ�′(q) = 0 for any other U�′ ∈ Ci , then z(i−1)(n+2)+n+1(q) =
0 �= z(i−1)(n+2)+n+1(p). Otherwise there is a U�′ ∈ Ci distinct from U� such that
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ϕ�′(q) �= 0. In this case we have

z(i−1)(n+2)+n+1(p)

zi(n+2)(p)
= ε� �= ε�′ = z(i−1)(n+1)+n+1(q)

zi(n+2)(q)
.

Thus z is injective.
Finally, by choosing the ε� inductively appropriately small, it is easy to show that

we can ensure the shortness of z.

3.3 Decomposition in Primitive Metrics

We will call “primitive metric”8 any (0, 2) tensor having the structure a2dψ ⊗ dψ

for some pair of smooth functions a andψ . Note that such two tensor is only positive
semidefinite and thus it is certainly not a Riemannian metric. The next fundamental
lemma shows that any Riemannian metric can be written as a (locally finite) sum of
primitive metrics satisfying some additional technical requirements.

Proposition 27 Let Σ be a smooth n-dimensional manifold, h a smooth positive
definite (0, 2) tensor on it and {U�} a cover of Σ . Then there is a countable
collection hj of primitive metrics such that h =∑

j hj and

(a) Each hj is supported in some U�.

(b) For any p ∈ Σ there are at most9 K(n) = n(n+1)2

2 hj ’s whose support contains
p.

(c) The support of each hj intersects the supports of at most finitely many other
hk’s.

Proof First of all, for each point p ∈ Σ we find a neighborhood Vp ⊂ U� (for
some �) and J (n) = n(n+1)

2 primitive metrics hp1, . . . , hpJ on Vp such that h =
hp1 + . . . + hp. In order to do this fix coordinates on U� % p and write h as
h = hij dxi ⊗ dxj . Consider the space Symn×n of symmetric n× n matrices and let
M be the matrix with entries hij (p). Now, since the set of all matrices of the form
v ⊗ v is a linear generator of Symn×n, there are J such matrices A′

i = wi ⊗ wi

which are linearly independent. Consider M ′ :=∑
i A

′
i . By standard linear algebra

we can find a linear isomorphism L of Rn such that LTM ′L = M: indeed, since
both M and M ′ are symmetric we can find O and O1 orthogonal such that D =
OTMO and D1 = OT

1 M
′O1 are diagonal matrices. Since M and M ′ are both

positive definite, the entries of D and D1 are all positive. Let therefore D−1/2 and
D

−1/2

1 be the diagonal matrices whose entries are the reciprocal of the square roots of

8Although the term is nowadays rather common, it was not introduced by Nash, neither in [73] nor
in the subsequent paper [75].
9In his paper Nash claims indeed a much larger K(n), cf. [73, bottom of p. 386].
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the entries of D and D1, respectively. If we set U := OD−1/2 and U1 := O1D
−1/2

1 ,
then clearly UTMU = UT

1 M ′U1 is the identity matrix. Thus L := U1U
−1 is the

linear isomorphism we were looking for. Having found L, if we set Ai = LT A′
iL =

(Lwi)⊗ (Lwi) = vi ⊗ vi , we conclude that M =∑
i Ai .

Next, there are unique linear maps Li : Symn×n → R such that A =∑
i Li (A)vi ⊗ vi for every A. Thus, if we consider the maps ψi(x) = vi · x in

local coordinates, we find smooth functions αi : U� → R such that

h =
J∑

i=1

αidψi ⊗ dψi .

Note that αi(p) = Li(M) = 1 for every i ∈ {1, . . . , J } and thus in a neighborhood
Vp of p each αi is the square of an appropriate smooth function ai . The tensors
hpi := a2

i dψi ⊗ dψi are the required primitive metrics.
Finally we apply Lemma 25 and refine the coveringVp to a new coveringW� with

the properties listed in the lemma. For each W� we consider a Vp ⊃ W� and define
the corresponding primitive metrics h(�1) = hp1, . . . , h(�J ) = hpJ (we use the
subscript (�j) in order to avoid confusions with the explicit expression of the initial
tensor h in a given coordinate system!). We then consider compactly supported
functions β� ∈ C∞

c (W�) with the property that for any point p there is at least a
β� which does not vanish at p and we set

ϕ� := β�
√∑

j β
2
j

.

The tensors ϕ2
�h(�j) satisfy all the requirements of the proposition.10

3.4 Proof of the Main Iterative Statement

To complete the proof of the Proposition 26 we still need one technical ingredient.

Lemma 28 Let B be a closed subset of Rn diffeomorphic to the n-dimensional
closed ball and ω : B → RN a smooth immersion with N ≥ n+ 2. Then there are
two smooth maps ν, b : B → RN such that

(a) |ν(q)| = |b(q)| = 1 and ν(q) ⊥ b(q) for every q ∈ B;
(b) ν(q) and b(q) are both orthogonal to Tω(q)(ω(B)) for every q ∈ B.

10The argument of Nash is slightly different, since it covers the space of positive definite matrices
with appropriate simplices.
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Proof For any point p there exists a neighborhood of it and a pair of maps as
above defined on the neighborhood: first select two orthonormal vectors ν(p) and
b(p) which are normal to Tω(p)(ω(B)) and, by smoothness of ω, observe that they
are almost orthogonal to Tω(q)(ω(B)) for every q in a neighborhood of p. By
first projecting on the normal bundle and then using the standard Gram–Schmidt
orthogonalization procedure we then produce the desired pair. The problem of
passing from the local statement to the global one can be translated into the existence
of a suitable section of a fiber bundle: since B is topologically trivial, this is a
classical conclusion.11

However, one can also use the following elementary argument.12 We first
observe that it suffices to produce ν and b continuous: we can then smooth them
by convolution, project on the normal bundle, and use again a Gram–Schmidt
procedure to produce a pair with the desired properties. We just have to ensure that
the projection on the normal bundle still keeps the two vectors linearly independent
at each point. Since ν and b are orthonormal and orthogonal to ω(B), this is certainly
the case if the smoothings are ε-close to them in the uniform topology, where
ε > 0 is a fixed geometric constant. Next, in order to show the existence of a
continuous pair with properties (a) and (b), assume without loss of generality that
B = B1(0) ⊂ Rn and consider the set R of all radii r for which there is at least one
such pair on Br(0). As observed above R is not empty. Let ρ be the supremum of
R: we claim that ρ ∈ R. Indeed choose ρk ∈ R with ρk ↑ ρ and let νk, bk be two
corresponding continuous maps on Bρk (0) satisfying (a) and (b). We define ν̃k and
b̃k on B1 by setting them equal to νk and bk on Bρk (0) and extending them further
by

ν̃k(x) = νk

(

ρk
x

|x|
)

and b̃k(x) = bk

(

ρk
x

|x|
)

for |x| ≥ ρk .

Note that the two maps satisfy (a). As for (b), by the smoothness of ω, for any
η > 0 there is δ > 0 such that, if |x| ≤ ρk + δ, then the angle between ν̃k(x)

(resp. b̃k(x)) and the tangent space Tω(x)ω(B) is at least π
2 − η. On the other hand,

once η is smaller than a geometric constant, we can project ν̃k and b̃k on the normal
bundle and apply Gram–Schmidt to produce a continuous pair which satisfies the
desired requirements on Bσ (0) for σk = min{1, ρk + δ}. Thus σk belongs to R. By
definition ρ ≥ σk for every k: letting k ↑ ∞ and using that ρk ↑ ρ, we conclude
ρ ≥ min{1, ρ + δ}, namely ρ = 1. Thus σk = 1 for k large enough, which implies
1 ∈ R and concludes the proof.

Proof (Proof of Proposition 26) Fix a partition of unity ϕ� subordinate to U�. Now,
each fixed U� intersects a finite number of other Uj ’s: denote the set of relevant
indices by I (�). We can therefore choose δ� > 0 in such a way that (1− δ�)g−w�e

11Nash cites Steenrod’s classical book, [94].
12Nash writes Also they could be obtained by orthogonal propagation, cf. [73, top of p. 387].
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is positive definite and

‖δ�g‖0,Uj <
δ

2
for every j ∈ I (�). (14)

Construct now the function ϕ :=∑
� δ�ϕ� and set h := (1 − ϕ)g − w�e. Clearly

‖g − (h+ w�e)‖0 <
δ

2
(15)

and

g − (h+w�e) > 0 . (16)

In particular, if we choose δ′� appropriately and we impose that the final map z

satisfies

‖z�e − (w�e + h)‖0,U� < δ′� for every �, (17)

we certainly conclude that z is short and satisfies (9). Moreover, we will impose the
stronger condition

‖Dw −Dz‖2
0,U�

< 2K(n)2‖g −w�e‖0,U� (18)

in place of (10), where K(n) is the constant in Proposition 27. Hence from now on
we focus on producing a map z satisfying the local conditions (8), (17), and (18).

Next, we apply Proposition 27 to write h =∑
j hj , where each hj is a primitive

metric and is supported in some U�. We assume the index j starts with 1 and follows
the progression of natural numbers (note that the hj ’s are either finite or countably
infinite). Recall, moreover, that at any point of Σ at most K(n) of the hj ’s are
nonzero and that, for any fixed j , only finitely many U� intersect the support of hj ,
since the latter is a compact set: the corresponding set of indices will be denoted
by L(j). We next order the hj ’s and we inductively add to the map w a smooth
“perturbation” map w

p
j , whose support coincides with that of hj . If we let wj :=

w+w
p
1 + . . .+w

p
j be the “resulting map” after j steps, we then claim the following

estimates:

‖wp

j ‖0,U� <
η�

K(n)
for all � ∈ L(j), (19)

‖Dw
p
j ‖2

0,U�
< 2‖h‖0,U� for all � ∈ L(j), (20)

‖w�
j e − (w

�
j−1e + hj )‖0,U� <

δ′�
K(n)

for all � ∈ L(j). (21)
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We will prove below the existence of wp
j , whereas we first show how to conclude.

We set z = w +∑
j w

p
j . Fix any U� and any point q ∈ U�. Observe that, since

U� is compact, only finitely many perturbations wp

j are nonzero in U� and thus z is

smooth in U�. Next, note that at most K(n) hj ’s (and hence at most K(n) w
p

j ’s) are
nonzero at q . Thus we can sum up all the estimates in (19) and (20) to conclude

|w(q) − z(q)| ≤
∑

j

‖wp

j ‖0,U�
< η� , (22)

|Dw(q)−Dz(q)| ≤
∑

j

‖Dw
p
j ‖0,U�

<
√

2K(n)‖h‖0,U�
<

√
2K(n)‖g − w�e‖0,U�

,

(23)

where in the last inequality we can use (16). Finally, we write

z�e − (w�e + h) = z�e −w�e −
∑

j

hj =
∑

j≥1

(w
�
j e − (w

�
j−1e + hj )) (24)

(where w0 := w) and thus we can use (21) to conclude, at the point q and using the
coordinate pach U�,

|(z�e − (g + h))(q)| < δ′� .

This completes the proof of (8), (17) and (18).
In order to define wp

j , select a U� and apply Lemma 28 on U� with ω = wj−1 to

find two orthonormal smooth vector fields ν, b : U� → RN with the property that ν
and b are normal to wj−1(U�). Recall that hj = a2

j dψj ⊗ dψj and set

w
p
j (x) = aj (x)

ν(x)

λ
cos λψj (x)+ aj (x)

b(x)

λ
sinλψj (x) ,

where λ is a positive parameter, which will be chosen very large.
Note first that (19) is obvious provided λ is large enough. Next compute, in the

coordinate patch U�,

Dw
p
j (x) = −aj (x) sin λψj (x) ν(x) ⊗ dψj (x)

︸ ︷︷ ︸
A(x)

+ aj (x) cos λψj (x) b(x) ⊗ dψj (x)
︸ ︷︷ ︸

B(x)

+E(x) ,

where |E(x)| ≤ Cj−1λ
−1, for a constant Cj−1 which depends on the smooth

functions aj , ψj , b and ν, but not on λ (note that in the line above we understand all
summands as N × n matrices). We then obviously have

|Dw
p
j (x)|2 ≤ aj (x)

2|dψj (x)|2+Cj−1λ
−1 ≤ ‖hj‖0,U�

+Cj−1λ
−1 ≤ ‖h‖0,U�

+Cj−1λ
−1
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(here and in what follows, Cj−1 denotes constants which might change from line to
line but are independent of the parameter λ). Since ‖h‖0,U� is positive, it suffices to
choose λ large enough to achieve (20).

Next write the tensor h̄ := w
�
je−w

�
j−1e in coordinates as h̄ = h̄ikdxi ⊗dxk and

observe that the h̄ik are simply the entries of the symmetric matrix

DwT
j Dwj −DwT

j−1Dwj−1 .

Recall that Dwj = Dwj−1 + A+ B + E. By the conditions on ν and b we have

0 = AT B = BT A = ATDwj−1 = DwT
j−1A = BT Dwj−1 = DwT

j−1B .

We thus conclude that

|DwT
j Dwj−1 −DwT

j−1Dwj − (AT A+ BT B)| ≤ Cj−1λ
−1 .

On the other hand,

ATA+ BT B = a2
j (cos2 λψj + sin2 λψj )dψj ⊗ dψj = a2

j dψj ⊗ dψj = hj .

Hence (21) follows at once for λ large.
It must be noticed that so far we have shown (19), (20), and (21) only for the

chosen coordinate patch which contains the support of hj , whereas the estimates
are claimed in all coordinate patches which intersect the support of hj . On the
other hand, on these other coordinate patches the same computations yield the same
estimates, and since there are only finitely many such patches to take into account,
our claims readily follow for an appropriate choice of λ.

It remains to show that, if w is injective, then z too can be chosen to be injective.
Fix p, q ∈ Σ . For j sufficiently large we have z(p) = wj(p) and z(q) = wj (q).
Thus it suffices to show the injectivity of wj . We will show, inductively on j , that
this can be achieved by choosing λ sufficiently large. Thus assume that wj−1 is
injective. If p, q are not contained in the support of hj , then wj−1(q) = wj(q)

and wj−1(p) = wj(p) and thus we are done. Since the support of hj is a compact
subset of U�, there is a constant β such that |wj−1(p) − wj−1(q)| ≥ 2β for every
q in the support of hj and p �∈ U�. For such pairs of points wj(p) �= wj(q) as soon
as ‖wj − wj−1‖0 ≤ β, which can be achieved by choosing λ sufficiently large. It
remains to check wj(p) �= wj (q) when one point belongs to the support of hj and
the other to U� (and they are distinct!). Consider that U� is a compact set and, since
wj−1 is injective, its restriction to U� is a smooth embedding. It then follows that,
for a sufficiently small η > 0, there is a well-defined orthogonal projection π from
the normal tubular neighborhood T of thickness η of wj−1(U�) onto wj−1(U�). Of
course if λ is sufficiently large wj(U�) takes values in T and thus, by definition of
wj −wj−1, π(wj (q)) = wj−1(q) �= wj−1(p) = π(wj (p)). Obviously this implies
wj(p) �= wj(q) and completes the proof.
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4 Smooth Isometric Embeddings

4.1 Introduction

Two years after his counterintuitive C1 theorem (see Theorem 20), Nash addressed
and solved the general problem of the existence of smooth isometric embeddings in
his other celebrated work [75]. As in the previous section we consider Riemannian
manifolds (Σ, g), but this time of class Ck with k ∈ N ∪ {∞} \ {0}: this means that
there is a C∞ atlas for Σ and that, in any chart the coefficients gij of the metric
tensor in the local coordinates are Ck functions. Nash’s celebrated theorem in [75]
is then the following result.

Theorem 29 (Nash’s smooth isometric embedding theorem) Let k ≥ 3, n ≥ 1
and N = n(3n+11)

2 . If (Σ, g) is a closed Ck Riemannian manifold of dimension n,
then there is a Ck isometric embedding u : Σ → RN .

In [75], Nash covered also the case of nonclosed manifolds as a simple corollary
of Theorem 29, but with a much weaker bound on the codimension. More precisely
he claimed the existence of isometric embeddings for N ′ = (n + 1)N . His proof
contains however a minor error (Nash really proves the existence of an isometric
immersion) which, as pointed out by Robert Solovay (cf. Nash’s comment in [80,
p. 209]), can be easily fixed using the same ideas, but at the price of increasing
slightly the dimension N ′.

Corollary 30 (C∞ isometric embedding, nonclosed case) Let k ≥ 3, n ≥ 1,

N ′ = (n+ 1)N = (n+ 1)
n(3n+ 11)

2
and N ′′ = N ′ + 2n+ 2 .

If (Σ, g) is a Ck Riemannian manifold of dimension n, then there is a Ck isometric
embedding u : Σ → R

N ′′
and a Ck isometric immersion z : Σ → R

N ′
.

The dimension of the ambient space in the theorems above has been lowered by
subsequent works of Gromov and Günther. Moreover, starting from Gromov’s work,
Nash’s argument has been improved to show statements similar to Theorem 20.
More precisely, Gromov and Rokhlin first proved in [40] that any short map
on a smooth compact Riemannian manifold can be approximated by isometric
embeddings of class C∞ if the dimension of the ambient Euclidean space is at
least n(n+1)

2 + 4n + 5. The latter threshold was subsequently lowered by Gromov

in [39] to n(n+1)
2 + 2n+ 3 and by Günther in [41] to n(n+1)

2 + max{2n, 5} (see also

[42]). If g is real analytic and m ≥ n(n+1)
2 + 2n + 3, then any short embedding

in R
m can be uniformly approximated by analytic isometric embeddings: in [78]

Nash extended Theorem 29, whereas the approximation statement was shown first
by Gromov for m ≥ n(n+1)

2 + 3n+ 5 in [38] and lowered to the threshold above in
[39]. Corresponding theorems can also be proved for noncompact manifolds M , but
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they are more subtle; for instance the noncompact case with real analytic metrics
was left in [78] as an open problem; we refer the reader to [38, 39] for more details.

On the regularity side, Jacobowitz in [53] extended Nash’s theorem to Ck,β

metrics (achieving the existence of Ck,β embeddings) for k + β > 2. However,
the case of C2 metrics is still an open problem (it is also interesting to notice that
Källen in [57] used a suitable improvement of Nash’s methods for Theorem 20 in
order to show the existence of C1,α isometric embeddings with α <

k+β
2 when

k + β ≤ 2: the existence of a C2 isometric embedding for C2 metrics is thus an
endpoint result for two different “scales”).

The starting point of Nash in proving Theorem 29 is first to solve the linearization
of the corresponding system of PDEs (6): in particular he realized that a suitable
“orthogonality Ansatz” reduces the linearization to a system of linear equations
which does not involve derivatives of the linearization of the unknown, cf. (29)
and (30). The latter system can then be solved via linear algebra when the dimension
of the target space is sufficiently high.

Having at hand a (simple) solution formula for the linearized system, one would
like to recover some implicit (or inverse) function theorem to be able to assert the
existence of a solution to the original nonlinear system (6). There are of course
several iterative methods in analysis to prove implicit function theorems, but in
Nash’s case there is a central analytic difficulty: his solution of the linearized system
experiences a phenomenon which in the literature is usually called loss of derivative.
This problem, which was very well known and occurs in several other situations,
looked insurmountable. Mathematics needed the genius of Nash in order to realize
that one can deal with it by introducing a suitable regularization mechanism, see in
particular the discussion of Sect. 4.5.

This key idea has numerous applications in a wide range of problems in partial
differential equations where a purely functional–analytic implicit function theorem
fails. The first author to put Nash’s ideas in the framework of an abstract implicit
function theorem was J. Schwartz, cf. [89]. However, the method became known as
the Nash–Moser iteration shortly after Moser succeeded in developing a general
framework going beyond an implicit function theorem, which he applied to a
variety of problems in his fundamental papers [68, 70, 71], in particular to the
celebrated KAM theory. Subsequently several authors generalized these ideas and a
thorough mathematical theory has been developed by Hamilton in [43], who defined
the categories of “tame Fréchet spaces” and “tame nonlinear maps”. Such ideas
are usually presented in the framework of a Newton iteration scheme. However,
although Nash’s original argument is in some sense close in spirit, in practice
Nash truly constructs a smooth “curve” of approximate solutions solving a suitable
infinite dimensional ordinary differential equation: the curve starts with a map which
is close to be a solution and brings it to a final one which is a solution. This “smooth
flow” idea seems to have been lost in the subsequent literature.

It is rather interesting to notice that, in order to solve the isometric embedding
problem, Nash did not really need to resort to the very idea which made his work
so famous in the literature of partial differential equations: Günther has shown in
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[41] that the linearization of the isometric embedding system can be solved via a
suitable elliptic operator. Hence, one can ultimately appeal to standard contraction
arguments in Banach spaces via Schauder estimates, at least if we replace the Ck

assumption of Nash’s Theorem 29 with a Ck,α assumption for some α contained in
the open interval (0, 1).

4.2 The Perturbation Theorem

As in the previous sections, we use Einstein’s convention on repeated indices. From
now on, given a closed n-dimensional manifold Σ , we fix an atlas {U�} as in
Lemma 25. Given a function f on Σ , we define then ‖Dkf ‖0 and ‖f ‖k as in
Sect. 3.2. Given an (i, j) tensor T , consider its expression in coordinates in the
patch U�, namely

T α1...αi
a1...aj

(u)
∂

∂uα1

⊗ · · · ⊗ ∂

∂uαi
⊗ dua1 ⊗ · · · ⊗ duaj .

We then define

‖DkT ‖0,U�
:=

∑

αr ,as

‖DkT α1...αi
a1...aj

‖0,U�
, ‖DkT ‖0 := sup

�

‖DkT ‖0,U�
and ‖T ‖k :=

∑

i≤k
‖DiT ‖0 .

It is easy to see that these norms satisfy the Leibnitz-type inequality

‖Dk(T ⊗ S)‖0 ≤
∑

i≤k

‖DiT ‖0‖Dk−i‖0 (25)

and, when contracting a given tensor, namely for T̄ α2...αi
a2...aj = ∑

k T
kα2...αi
ka2...aj

, we have
the corresponding inequality

‖T̄ ‖0 ≤ n‖T ‖0 . (26)

Nash’s strategy to attack Theorem 29 is to prove first a suitable perturbation result.
Let us therefore start with a smooth embedding w0 = (w1, . . . , wN) : Σ → R

N

and set h := g −w
�
0e. Assuming h small we look for a (nearby) map u : Σ → RN

such that u�e = g, namely u�e − w
�
0e = h. In fact, we would like to build u as

right endpoint of a path of maps starting at w0. More precisely, consider a smooth
curve [t0,∞) % t �→ h(t) in the space of smooth (0, 2) tensors joining 0 = h(t0)

and h = h(∞); we would like to find a corresponding smooth deformation w(t) of
w(t0) = w0 to w(∞) = u so that

w(t)�e = w
�
0e + h(t) for all t . (27)
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Following Nash’s convention, we denote with an upper dot the differentiation with
respect to the parameter t .

If we fix local coordinates x1, . . . , xn in a patch U and differentiate (27), we then
find the following linear system of partial differential equations for the velocity
ẇ(t):

∂wα

∂xi

∂ẇα

∂xj
+ ∂ẇα

∂xi

∂wα

∂xj
= ḣij . (28)

In fact, since the expression in the right-hand side of (28) will appear often, we
introduce the shorthand notation 2dw 2 dẇ for it, more precisely:

Definition 31 If u, v ∈ C1(Σ,RN), we let du 2 dv be the (0, 2) tensor 1
2 ((u +

v)�e − v�e − u�e), which in local coordinates is given by

1

2

(
∂vα

∂xi

∂uα

∂xj
+ ∂uα

∂xi

∂vα

∂xj

)

.

A second important idea of Nash is to assume that ẇ is orthogonal to w(Σ),
namely

∂wα

∂xj
ẇα = 0 ∀j ∈ {1, . . . , n} . (29)

Under this condition we have

0 = ∂

∂xi

(
∂wα

∂xj
ẇα

)

= ∂ẇα

∂xi

∂wα

∂xj
+ ẇα

∂2wα

∂xi∂xj
,

and we can rewrite (28) as

− 2
∂2wα

∂xj∂xi
ẇα = ḣij . (30)

Clearly, in order to solve (29) and (30), it would be convenient if the resulting
system of linear equations were linearly independent, which motivates the following
definition.

Definition 32 A C2 map w : Σ → RN̄ is called free13 if, on every system of local
coordinates x1, . . . , xn, the following n+ n(n+1)

2 vectors are linearly independent at

13The term free was not coined by Nash, but introduced later in the literature by Gromov.
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every p ∈ Σ:

∂w

∂xj
(p) ,

∂2w

∂xi∂xj
(p) , ∀i ≤ j ∈ {1, . . . , n} . (31)

Although the condition (31) is stated in local coordinates, the definition is
independent of their choice. Observe moreover that a free map is necessarily an
immersion and that we must have N̄ ≥ n(n+3)

2 . If a free map is injective, then we
will call it a free embedding. The main “perturbation theorem” of Nash’s paper
(and in fact the most spectacular part of his celebrated work) is then the following
statement. In order to prove it, Nash introduced his famous regularization procedure
to overcome the most formidable obstruction posed by (28).

Theorem 33 (Perturbation theorem) Assume w0 : Σ → RN is a C∞ free
embedding. Then there is a positive constant ε0, depending upon w0, such that,
if h is a Ck (0, 2) tensor with ‖h‖3 ≤ ε0 and k ≥ 3 (with possibly k = ∞), then
there is a Ck embedding ū : Σ → RN such that ū�e = w

�
0e + h.

Solving the embedding problem using Theorem 33 certainly requires to produce
maps which are “close” to be an isometric embedding. However note that there is
a rather subtle issue: since the threshold ε0 depends upon w0, producing a “good
starting” w0 is not at all obvious. We will tackle this issue immediately in the next
sections and then come to the proof of Theorem 33 afterwards.

4.3 Proof of the Smooth Isometric Embedding Theorem

In order to exploit Theorem 33, Nash constructs an embedding u0 of Σ which is
the cartesian product of two smooth maps w and w̄, which he calls, respectively,
the Z-embedding and the Y -embedding. One crucial elementary ingredient is the
following remark.

Remark 34 If f1 : Γ → Rn and f2 : Γ → Rm are two C1 maps, then (f1×f2)
�e =

f
�
1 e + f

�
2 e, where we just understand f

�
1 e, f �

2 e and (f1 × f2)
�e as (0, 2) tensors

(note that they are positive semidefinite, but not necessarily positive definite).

The strategy of Nash can be summarized as follows:

(i) fix first a free C∞ smooth embeddingw0 (the Z-embedding) which is (strictly)
short with respect to g (cf. Definition 19), and consider the threshold ε0 needed
to apply Theorem 33;

(ii) then use a construction somewhat reminiscent of the proof of Theorem 20 to
build a smooth w̄ such that h := g −w

�
0 − w̄� satisfies ‖h‖3 ≤ ε0;

(iii) if ū is finally the map produced by Theorem 33 applied to w0 and h, we then
set u := ū× w̄ and conclude Theorem 29.
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It is indeed not difficult to produce the Z- and Y -embeddings if we allow very
large dimensions. In order to achieve the dimension N claimed in Theorem 29,
Nash follows a much subtler argument which requires the metric difference
g − w

�
0e to satisfy a certain nontrivial property: an important ingredient is the

following proposition, whose proof is postponed to the end of the section.

Proposition 35 There are N0 := n(n+3)
2 smooth functions ψr on Σ such that,

for each p in Σ , {dψr(p) ⊗ dψr (p) : r ∈ {1, . . .N0}} spans the space Sp =
Sym (T ∗

pΣ ⊗ T ∗
pΣ).

In fact, if we had the more modest goal of proving the above statement with
a much larger N0, we could use the same arguments of Proposition 27. In the
proof of Theorem 29 we still need two technical lemmas, whose proofs will also
be postponed. The first one is a classical fact in linear algebra, which will be used
also in the next sections.

Lemma 36 Consider a k × κ matrix A of maximal rank k ≤ κ . For every vector
v ∈ Rk , the vector ω := AT (AAT )−1v is a solution of the linear system Aω = v.
Indeed, ω gives the solution with smallest Euclidean norm.

Remark 37 Note two big advantages of the solution ω determined through the
formula ω = AT (A · AT )−1v:

(a) ω depends smoothly upon A;
(b) ω goes to 0 when A is fixed and v goes to 0; indeed this statement remains

true even if, while v goes to 0, the matrix A varies in a compact set over which
A · AT is invertible.

The second is a more sophisticated tool which is used indeed twice in this
section.14

Lemma 38 Consider a real analytic manifold M of dimension r and a real
analytic map F : M × Rκ → Rk . If, for each q ∈ M , the set Z (q) := {v :
F(q, v) = 0} has Hausdorff dimension at most d , then the set Z := {v : ∃q ∈
M with F(q, v) = 0} has dimension at most r + d .

Proof (Proof of Theorem 29) Let ψr be the functions of Proposition 35 and set
γ :=∑

r dψ
r ⊗ dψr . After multiplying all the functions by a small factor, we can

assume that γ < g. Using Theorem 20, we then find a C1 embeddingw : Σ → R2n

such that w�e = g − γ . By density of C∞ functions in C1, we then get a smooth
embedding v such that ‖v�e − (g − γ )‖0 < δ, where δ > 0 is a parameter which
will be chosen later. Indeed, by the Whitney’s theorem we can assume that v(Σ) is

14It must be observed that Nash employs this fact without explicitly stating it and he does not
prove it neither he gives a reference. He uses it twice, once in the proof of Theorem 29 and once in
the proof of Proposition 35, and although in the first case one could appeal to a more elementary
argument, I could not see an easier way in the second.
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a real analytic subvariety, which will play an important role towards the end of the
proof. Consider v as an embedding in the larger space R

N̄ with N̄ = n(n+5)
2 . We

will perturb v to a smooth free embedding w0 : Σ → RN̄ with the property that
‖w�

0e − (g − γ )‖0 < 2δ. Before coming to the proof of the existence of w0, let us
first see how we complete the argument.

First observe that the (0, 2) tensor w�
0e − (g − γ ) can be written as

w
�
0e − (g − γ ) =

∑

r

brdψ
r ⊗ dψr ,

where, thanks to Lemma 36, the coefficients br can be chosen smooth. In fact, notice
that the coefficients become arbitrarily small as we decrease δ: for a suitable choice
of δ we can thus assume ‖br‖0 ≤ 1

2 . This is the only requirement on δ: from now on
we can consider that the smooth free embedding w0 has been fixed, which in turn
gives a positive threshold ε0 for the applicability of Theorem 33. Next write

g−w
�
0e = γ −

∑

r

brdψ
r ⊗ dψr =

∑

r

(1− br)dψ
r ⊗ dψr =

∑

r

a2
r dψ

r ⊗ dψr ,

for the smooth functions ar := √
1 − br . Define w̄ : Σ → R2N0 setting

w̄2(i−1)+1(p) := ar(p)

λ
sin λψr (p) , w̄2i (p) := ar(p)

λ
cos λψr (p) .

A straightforward computation yields

w̄�e =
∑

r

a2
r dψ

r ⊗ dψr + 1

λ2

∑

r

dar ⊗ dar .

In particular,

h := g − (w0 × w̄)�e = − 1

λ2

∑

r

dar ⊗ dar .

For λ sufficiently large we certainly have ‖h‖3 ≤ ε0 and from Theorem 33 we
achieve a Ck embedding ū : Σ → RN̄ such that ū�e = w

�
0e + h. It turns out that

u := ū× w̄ is a Ck embedding of Σ into RN = RN̄ × R2N0 and that u�e = g.
In order to complete the proof, we still need to perturb v to a free w0. For any

η > 0 we want to construct a free map w0 : Σ → R
N̄ such that ‖w0 − v‖1 ≤ η.

Clearly, for η sufficiently small w0 is an embedding. In order to produce w0 we
consider the 2n+ n(2n+ 1) functions given by

vi , vivj , j ≤ i ∈ {1, . . . , 2n} ,
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and those C2 maps w0 : Σ → RN̄ given by the formula

(w0)α :=
∑

i

Ci
αvi +

∑

j≤i

Dij
α vivj ,

for constant coefficientsCi
α,D

ij
α . We claim that, for a generic choice of the constants

Ci
α and D

ij
α , the map w0 is free. Indeed, consider the set G of subspaces L of

R
n+ n(n+1)

2 with dimension n − 1 + n(n+1)
2 . For each (p,L) ∈ Σ × G , consider

the set C (p,L) of coefficients Ci
α,D

α
ij for which, in a local system of coordinates,

Vα(p) :=
(
∂wα

∂x1
(p), . . . ,

∂wα

∂xn
(p),

∂2wα

∂x2
1

(p),
∂2wα

∂x1∂x2
(p) . . . ,

∂2wα

∂x2
n

(p)

)

∈ L

(32)

for all α ∈ {1, . . . , N̄}. This is a set of (linear) conditions which varies analytically
as (p,L) varies in the (2n− 1 + n(n+1)

2 ) = (N̄ − 1)-dimensional manifold Σ × G .
We next show that, if d̄ is the dimension of the linear space of possible coefficients
Ci
α,D

ij
α , then the dimension of each C (p,L) is at most d = d̄ − N̄ . In view of

Lemma 38 this implies that the union of all C (p,L) has dimension at most d̄ − 1.
Since the latter is indeed the closed set B of “bad coefficients” for which w is not
free, we have conclude that B must have empty interior.

To complete the proof15 it remains to bound the dimension of C (p,L). Hence
fix p and, without loss of generality, assume that (x1, . . . , xn) = (v1, . . . , vn)

is a system of coordinates around p. Consider the M = n + n(n+1)
2 func-

tions f1 = v1, . . . , fn = vn, fn+1 = v2
1 , fn+2 = v1v2, . . . , vM = v2

n and
the corresponding vector valued map f . It is easy to check that the vectors
∂f
∂x1

(p), . . . ,
∂f
∂xn

(p),
∂2f

∂x2
1
(p),

∂2f
∂x1∂x2

(p), . . . ,
∂2f

∂x2
n
(p) are linearly independent. But

then it follows that the vectors

V̄j (p) :=
(
∂fj

∂x1
(p), . . . ,

∂fj

∂xn
(p),

∂2fj

∂x2
1

(p),
∂2fj

∂x1∂x2
(p) . . . ,

∂2fj

∂x2
n

(p)

)

are also linearly independent. Hence there is one of them which does not belong to
L. For each α ∈ {1, . . . N̄} there is therefore at least one choice of the coefficients
Ci
α,D

ij
α for which the corresponding vector Vα(p) in (32) does not belong to L.

Since α can be chosen in N̄ different ways, the dimension of C (p,L) is at most
d = d̄ − N̄ , which completes the proof.

15Indeed Nash does not give any argument and just refers to a similar reasoning that he uses in
Proposition 35 below.
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Proof (Proof of Proposition 35) The argument is very similar to the last part of the
proof of Theorem 29 above. Consider again an embedding v : Σ → R2n which
makes v(Σ) a real analytic submanifold. Let then fij be the n(2n + 1) functions
vi + vj such that i ≤ j and consider

ψr := Ar
ij fij , for r ∈ {1, . . . , N0},

where the space of all possible constant coefficients Ar
ij has dimension d̄ . Our aim

is to show that a generic choice of the coefficients give a system of functions ψr

which satisfy the conclusions of the proposition.
Let therefore B be the closed subset of coefficients for which the conclusion

fails, namely for each element in B there exists a point p at which the tensors
dψr(p) ⊗ dψr(p) do not span the whole space Sp := Sym (T ∗

pΣ ⊗ T ∗
pΣ). If

we consider the set Gp of linear subspaces of Sp of codimension 1, the real analytic
manifoldM := {(p,L) : L ∈ Gp} has dimension n−1+ n(n+1)

2 = N0−1. For each
(p,L) we let C (p,L) be the set of coefficients for which dψr (p)⊗dψr (p) belongs
to L for every r = 1, . . . , N0: this is the zero set of a system of homogeneous
quadratic polynomials in the coefficients Ar

ij . Moreover, in a real analytic atlas
for M these quadratic polynomials depend analytically upon (p,L) ∈ M . Set
B = ∪(p,L)∈MC (p,L). As above we can invoke Lemma 38: if we can bound the
dimension of the each C (p,L) with d̄ − N0, then the dimension of B is at most
d̄ − 1.

Fix therefore (p,L) and for each r consider the linear space πr of indices Ar
ij .

Without loss of generality we can assume that (v1, . . . , vn) = (x1, . . . , xn) is a
system of coordinates around p. Therefore the set {dfij ⊗ dfij with i ≤ j ≤ n}
spans the whole space Sp and there is at least one element among them which does
not belong to L. In turn this means that the subset C r (p,L) ⊂ πr of coefficients
Ar
ij such that dψr ⊗ dψr belongs to L has codimension at least 1 in πr . Therefore

the dimension of C (p,L) = C 1(p,L) × C 2(p,L) × . . . × C N0(p,L) is at most
d = d̄ −N0. This shows d +N0 − 1 < d̄ and completes the proof.16

Proof (Proof of Lemma 36) It is obvious that ω solves the desired linear system. Let
now w be any solution of minimal Euclidean norm: w is uniquely determined by the
property of being orthogonal to the kernel of A. However, the kernel of A consists
of those vectors which are orthogonal to the image of AT : since the ω of the lemma
belongs to the image of AT , this completes the proof.

16Nash suggests an alternative argument which avoids the discussion of the dimensions of C (p,L)

and B. One can apply his result on real algebraic varieties to find an embedding v which
realizes v(Σ) as a real algebraic submanifold, cf. Theorem 1. Then any set of coefficients
Ar
ij which is algebraically independent over the minimal field F of definition of v(Σ) (see

Proposition 12) belongs to the complement of B. Since F is finitely generated over the rationals
(see Proposition 12), it has countable cardinality and the conclusion follows easily.
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Proof (Proof of Lemma 38) Covering M with a real analytic atlas consisting of
countably many charts, we can assume, without loss of generality, that M is the
Euclidean r-dimensional ball B. Consider next Z := {(q, v) : F(q, v) = 0} ⊂
B × Rκ ⊂ Rr × Rκ . If π : Rr+κ → Rκ is the projection on the second factor,
then Z = π(Z) has at most the dimension of Z: it suffices therefore to show that
dim (Z) ≤ r + d .

Now, Z is a real analytic subvariety in Rr+κ with the property that its slices
{q} × Z (q) := Z ∩ ({q} × Rκ) all have dimension at most d . The dimension s

of Z equals the dimension of its regular part Zr and without loss of generality we
can assume that Zr is connected. Consider now standard coordinates (x1, . . . , xr )

on Rr ×{0} ⊂ Rr+κ and regard x1 as a function over Zr . By Sard’s theorem almost
every α is a regular value for x1 on Zr . If one such value α has nonempty preimage,
then Zr ∩ {x1 = α} is a submanifold of dimension s − 1. Otherwise it means that
x1(Z

r) has measure 0: since however x1(Z) is connected, we must have x1(Z) =
{α0} for some value α0, that is, Zr ∩ {x1 = α0} = Zr . In both cases we have
conclude that there is at least one value α0 such that Zr ∩ {x1 = α0} is a smooth
submanifold of dimension no smaller than s−1. Inductively repeating this argument,
we conclude that there is a q such that Zr ∩ ({q} ×Rκ ) is a regular submanifold of
dimension at least s− r . Since Zr ∩ ({q}×Rκ) ⊂ {q}×Z (q), we infer s− r ≤ d ,
which concludes the proof of our claim.

4.4 Smoothing Operator

In order to show Theorem 33 we will need to smooth tensors efficiently and get
sharp estimates on the ‖ · ‖k norms of the smoothing. This will be achieved,
essentially, by convolution but, since we will need rather refined estimates, the
convolution kernel must be chosen carefully. In the remaining sections the specific
form of the regularizing operator will play no role: the only important ingredients
are summarized in the following proposition.

Proposition 39 (Smoothing operator) There is a family of smoothing operators
Sε with ε ∈]0, 1[ such that17

(a) T �→ SεT is a linear map on the space of continuous (i, j) tensors; for each
such T SεT is smooth and depends smoothly upon ε.

(b) For any integers r ≥ s and i, j , there is a constant C = C(r, s, i, j) such that

‖Dr(SεT )‖0 ≤ Cεs−r‖T ‖s for every Cs (i, j) tensor T and ε ≤ 1;
(33)

17In Nash’s paper the operator is called Sθ , where θ corresponds to ε−1. Since it is nowadays rather
unusual to parametrize a family of convolutions as Nash does, I have switched to a more modern
convention.
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(c) If we denote by S ′
ε the linear operator T �→ ∂

∂ε
SεT , then for any integers

r, s, i, j , there is a constant C = C(r, s, i, j) such that

‖Dr(S ′
εT )‖0 ≤ Cεs−r−1‖T ‖s for every Cs (i, j) tensor T and ε ≤ 1;

(34)

(d) For any integers s ≥ r and i, j there is a constant C = C(r, s, i, j) such that

‖Dr(T −SεT )‖0 ≤ Cεs−r‖T ‖s for every Cs (i, j) tensor T and ε ≤ 1.
(35)

Proof As a first step we reduce the problem of smoothing tensors to that of
smoothing functions. To achieve this, we fix a smooth embedding of Σ into
R2n (whose existence is guaranteed by the Whitney’s embedding theorem), and
we therefore regard Σ as a submanifold of R2n. We fix moreover a tubular
neighborhood V3η of Σ and assume that the size 3η is sufficiently small so that
the nearest point projection π : V3η → Σ is well defined and C∞. Consider
now a coordinate patch U on Σ and a corresponding system of local coordinates
(u1, . . . , un). We then define the map x : U → R2n where (x1(u), . . . , x2n(u))

gives the standard coordinates in R2n of the point with coordinates u in U . If
N (U) := π−1(U), we then define u : N (U) → U by letting u(x) be the
coordinates, in U , of π(x). Clearly u ◦ x is the identity and x ◦ u becomes the
identity when restricted on U ⊂ Σ . Then, given an (i, j) tensor T , which in the
local coordinates on U can be expressed as

∑

α1,...,αi ,a1,...,aj

T α1...αi
a1...aj

(u)
∂

∂uα1

· · · ∂

∂uαi
dua1 · · · duaj ,

we define the functions

T
β1...βi
b1...bj

(x) = T α1...αi
a1...aj

(u(x))
∂xβ1

∂uα1

· · · ∂xβi
∂uαi

∂ua1

∂xb1

· · · ∂uaj
∂xbj

. (36)

It is easy to check that the functions above do not depend on the chosen coordinates
and thus can be defined globally on Σ . Conversely, if we have global functions T
as above on Σ , we can “reconstruct a tensor” using, in local coordinates, the reverse
formulae

T α1...αi
a1...aj

(u) = T
β1...βi
b1...bj

(x(u))
∂uα1

∂xβ1

· · · ∂uαi
∂xβi

∂xb1

∂ua1

· · · ∂xbj
∂uaj

. (37)

Given these transformation rules and the smoothness of the maps x �→ u(x) and
u �→ x(u), we easily conclude the estimates

‖DkT ‖0 ≤ C
∑

b1,...,bj ,β1,...,βi

‖T β1...βi
b1...bj

‖k , (38)
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‖DkT
β1...βi
b1...bj

‖0 ≤ C‖T ‖k , (39)

for a constant C = C(n, i, j, k) which is independent of the tensor T .
Thus, if we have defined a suitable family of smoothing operators Sε on

functions over Σ , we can extend them to tensors with the following algorithm:
given a tensor T we produce the functions T

β1...βi
b1...bj

using formula (36); we then

apply the smoothing operator to each function, getting the functions SεT
β1...βi
b1...bj

; we
finally use the latter to define SεT through formula (37). Observe that each of these
operations is linear in T .

As a second step we reduce the problem of regularizing functions over Σ to that
of regularizing functions over R2n by a simple extension argument. More precisely,
consider a smooth cut-off function ϕ : R+ → R, which is identically 1 on [0, η[,
strictly decreasing on [η, 2η] and identically 0 on [2η,∞[. Given a function f on Σ ,
we then extend it to a function f̃ on V3η setting f̃ (x) = ϕ(|x − π(x)|)f (π(x)) and
subsequently to R2n by setting it identically 0 outsideV2η. Again, by the smoothness
of π , it is easy to check that we have the estimate

‖Dkf̃ ‖0 ≤ C‖f ‖k
for some constant C = C(k), where this time Dkf̃ denotes the usual (Euclidean)
kth derivative and ‖ · ‖0 is the usual maximum norm of a continuous compactly
supported function on R2n. Conversely, if f̃ ∈ Ck

c (R
2n), we have

‖Dk(f̃ |Σ)‖0 ≤ C‖f̃ ‖k =
∑

i≤k

‖Dif̃ ‖0 .

Thus, if we can find a suitable regularization operatorRε onCk
c (R

2n) which satisfies
the properties analogous to (a), (b), (c), and (d), we achieve the corresponding
desired operator on Ck(Σ) via the rule Sεf = (Rεf̃ )|Σ (notice again that two
points are crucial: the linearity of the maps f �→ f̃ and f̃ �→ f̃Σ and the relation
f = f̃ |Σ ).

We now come to the operator Rε regularizing functions on R
2n, which is the

convolution with a suitably chosen mollifier ϕ in the Schwartz class S . More
precisely, assuming that m = 2n and that ϕ ∈ S (Rm) has integral 1, we define
ϕε(x) = ε−mϕ(x

ε
) and set

[Rεf ](x) = f ∗ ϕε(x) =
∫

f (x − y)ϕε(y) dy = 1

εm

∫

f (x − y)ϕ
(y

ε

)
dy .

The analog of property (a) is

Rε maps Cc(R
m) into S (Rm) and depends smoothly on ε. (40)
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The latter is, however, a very standard fact for convolutions. Estimate (b) is also a
classical property. Indeed, given a multiindex I = (i1, . . . , im) ∈ Nm, let |I | =
i1 + · · · + im and

∂I f = ∂ |I |f
∂x

i1
1 ∂x

i2
2 · · · ∂ximm

.

If we fix natural numbers r ≥ s and consider a multiindex I with |I | = r , we can
obviously write it as I = I ′+J where |I ′| = s and |J | = r−s. The usual properties
of convolutions yield then the following estimate

‖∂I (Rεf )‖0 = ‖(∂I ′f )∗(∂J ϕε)‖0 ≤ ‖∂I ′f ‖0‖∂J ϕε‖L1 ≤ ‖Dsf ‖0ε
s−r‖∂J ϕ‖L1 .

Thus, if we define C := min|J |=r−s ‖∂J ϕ‖L1 , we achieve

‖∂I (Rεf )‖0 ≤ Cεr−s‖Dsf ‖0 when s ≤ r . (41)

Coming to (c), we use elementary calculus to give a formula for R ′
ε := ∂

∂ε
Rε:

R ′
εf (x) =

∫

f (x − y)

[

− m

εm+1 ϕ
(y

ε

)
− 1

εm
∇ϕ

(y

ε

)
· y

ε2

]

dy .

If we set ψ(y) := −mϕ(y)− ∇ϕ(y) · y and ψε(y) = ε−mψ(
y
ε
), we conclude the

identity

R ′
εf = ε−1f ∗ ψε . (42)

Note that even ψ belongs to the Schwartz class. Hence, by the argument given
above, the following inequality

‖Dr(R ′
εf )‖0 ≤ Cεs−r−1‖Dsf ‖0 (43)

is certainly valid for r ≥ s. However, the crucial point of estimate (c) is its validity
even in the range r < s! In order to achieve this stronger bound we need to choose
a specific mollifier ϕ: more precisely we require that:

∀k ∈ N ∃ϑ(k) ∈ S such that
∂kϑ(k)

∂xk1

= ψ . (44)

With this property, for s > r we can integrate by parts k = s − r times to achieve
the identity

R ′
εf = εs−r−1 ∂

s−rf

∂xs−r
1

∗ ϑ(s−r)
ε ,
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and, applying the same argument used for (41), we conclude (43).
In order to find a kernel ϕ such that (44) holds, we compute first the Fourier

transform of ψ:

ψ̂(ξ) = −mϕ̂(ψ) −
∑

j

(

−1

i

∂

∂ξj

)
(
iξj ϕ̂(ξ)

) = ∇ϕ̂(ξ) · ξ.

Assume ϕ̂ ∈ C∞
c (Rm) and equals (2π)

m
2 in a neighborhood of 0. Then ϕ belongs to

S and has integral 1. Moreover ψ̂ vanishes in a neighborhood of the origin, and thus
(iξ1)

−kψ̂ belongs to S . But then, if we let ϑ(k) be the inverse Fourier transform of

the latter function, we conclude that ϑ(k) ∈ S and that ∂kϑ(k)

∂xk1
= ψ .

To complete the proof, we finally show the analog of estimate (d), namely

‖Dr(f −Rεf )‖0 ≤ Cεs−r‖Dsf ‖0 when s ≥ r . (45)

For s = r it is an obvious outcome of (41). For s > r , we instead integrate (43)
in ε:

‖Dr(f −Rεf )‖0 ≤
∫ ε

0

∥
∥Dr

(
R ′

δf
)∥
∥

0 dδ ≤ C‖Dsf ‖0

∫ ε

0
δs−r−1 dδ = Cεs−r‖Dsf ‖0

(note that s − r − 1 ≥ 0 under our assumptions!).

4.5 A Smooth Path to Prove the Perturbation Theorem

Recalling Sect. 4.2, we wish to construct

(i) a path [t0,∞) % t �→ h(t) joining 0 to h

(ii) and a path [t0,∞) % t �→ w(t) joining w0 to ū

such that

d

dt
w(t)�e = ḣ(t) . (46)

Recall moreover that we have reduced (46) to solving (29) and (30) for the
“velocity” ẇ of w, at least in local coordinates. Assuming that w(t) is a free map
for every t , we can use Lemma 36 to find, in a given coordinate patch, a “canonical”
solution of the linear system (29) and (28): more precisely we can write

ẇα := L ij
α (Dw,D2w)hij (47)
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where L
ij
α (A,B) is a suitable collection of functions which depend smoothly

(in fact analytically) upon the entries A and B. This defines a linear operator
L (Dw,D2w) from the space of (0, 2) tensors over the coordinate patch U into
the space of maps ẇ : U → RN . Next, we wish to extend this operator to the whole
manifold Σ: the crucial point is that, although derived in a coordinate patch, the
formula above does not depend on the chosen coordinate patch.

Lemma 40 (Existence of the operator L ) Assume w : Σ → RN is C2 and
free. Given any (0, 2) tensor h̄ and any coordinate patch, the map L (Dw,D2w)h̄

defined above does not depend on the coordinates and the process defines, therefore,
a global (linear) operator L (w) from the space of smooth symmetric (0, 2) tensors
over Σ into the space of smooth maps C∞(Σ,RN).

Proof Observe that, for each fixed p ∈ Σ , the linear space of vectors z = ẇ(p)

satisfying the system (29) and (30) is independent of the choice of coordinates (in
other words, although the coefficients in the system might change, the solution
set remains the same: this follows from straightforward computations!). Since,
however, according to Lemma 36 the vector [L (Dw,D2w)h](p) is the (unique)
element of minimal norm in such vector space, it turns out that it is independent of
the coordinates chosen to define L (Dw,D2w)h̄.

Having defined the operator L (w) we can rewrite (46) as a “formal system of
ordinary differential equations”

⎧
⎨

⎩

ẇ(t) = L (w(t))ḣ(t) ,

w(t0) = w0 .

(48)

The problem with this approach is that the operator L “loses derivatives” in its
nonlinear entry w, namely although it defines the velocity ẇ at order 0, it depends
on first and second derivatives of w. Hence, if w, ḣ ∈ Ck , then L (w)h is, a priori,
only in Ck−2. There is therefore no classical functional analytic setting to solve (48)
in the usual way, namely no Banach space where we can apply a Picard–Lindelöf or
a Cauchy–Lipschitz iteration.

In order to get around this (very discouraging) issue, Nash considered the
regularized problem

⎧
⎨

⎩

ẇ(t) = L (St−1w(t))ḣ(t)

w(t0) = w0 .

(49)

However,h(t) must now be chosen carefully and, in fact, it will be chosen depending
upon w(t), so that the complete system will be given by the coupling of (49) with a
second equation relating w(t) and h(t). In order to describe the latter, we introduce
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a function ψ ∈ C∞(R) which is:

(a) identically equal to 0 on the negative real axis;
(b) identically equal to 1 on [1,∞);
(c) everywhere nondecreasing.

The path h is then linked to w through the relation

h(t) = St−1

[

ψ(t − t0)h+
∫ t

t0

[2d(Sτ−1w(τ)−w(τ))] 2 dẇ(τ ) ψ(t − τ ) dτ

]

.

(50)

From now on the system (49) and (50) will be called Nash’s regularized flow
equations.

In order to gain some insight in the latter complicated relation, assume for the
moment that we are able to find an initial value t0 and a smooth curve t �→
(w(t), h(t)) in C3 satisfying (49) and (50) over [t0,∞). In particular, when we
refer to a “smooth solution” of the regularized flow equations, we understand that
St−1w(t) is a free map for every t in the domain of definition.

Assume further that w(t) converges in C2 to some ū for t ↑ ∞ and that the
integrands in the following computations all decay sufficiently fast, so that we can
integrate over the whole halfline [t0,∞). The relation (49) implies that

2d(St−1w(t)) 2 dẇ(t) = ḣ(t) . (51)

Integrating the latter identity between t0 and ∞, we then get

∫ ∞

t0

2d(Sτ−1w(τ))2 dẇ(τ ) dτ = h(∞)− h(t0) = h . (52)

Letting t → ∞ in (50) and using that St−1 converges to the identity, we conclude

h = h(∞) = h+
∫ ∞

t0

2d(Sτ−1w(τ)− w(τ))2 dẇ(τ )dτ ,

implying therefore

∫ ∞

t0

2d(Sτ−1w(τ))2 dẇ(τ ) dτ =
∫ ∞

t0

2dw(τ)2 dẇ(τ )dτ . (53)

Combining the latter equality with (52) we achieve

∫ ∞

t0

2dw(τ)2 dẇ(τ )dτ = h . (54)
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On the other hand, the integrand in the left-hand side is precisely d
dτ
w(τ)�e, and

thus we immediately conclude

ū�e −w
�
0e = w(∞)�e − w(t0)

�e = h , (55)

namely that ū is the map in the conclusion of Theorem 33.
In order to carry out the program above, we obviously have to ensure that

(a) The regularized flow equations, namely the pair (49) and (50), is locally
solvable; more precisely, if there is a solution in the interval [t0, t1], it can be
prolonged to some larger open interval [t0, t ′).

(b) We have uniform estimates ensuring the global solvability, namely any smooth
solution on [t0, t ′) can be smoothly prolonged to the closed interval [t0, t ′].

The combination of (a) and (b) would then imply the existence of a global solution
on [t0,∞). We further have to ensure that

(c) The limit ū of w(t) for t → ∞ exists in the strong C3 topology, and we
have the appropriate decay of the integrands needed to justify the “formal
computations” (51), (52), (53), (54), and (55)

This last step will make the computations above rigorous and ensure that ū is a C3

isometric embedding. In order to complete the proof of Theorem 29, we will then
only need to show that, when h ∈ Ck , then u is also in Ck .

The program above will be carried out in the subsequent sections under the
assumption that t0 is sufficiently large and ‖h‖3 sufficiently small, depending on
the “initial value” w0. Moreover, we will follow a somewhat different order. First
we tackle a set of a priori estimates which are certainly powerful enough to conclude
(b) and (c), cf. Proposition 41. We then examine the local existence of the solution,
which combined with the estimates of Proposition 41 will immediately imply both
global solvability and convergence to an isometry, cf. Proposition 44. Finally, the
higher differentiability of ū is achieved in Proposition 45.

4.6 A Priori Estimates for Solutions of Nash’s Regularized
Flow Equations

We start by fixing one important constant: ε > 0 will be chosen so that

if ‖u−w0‖2 ≤ 4ε then u is a free embedding. (56)

Our main a priori estimates are summarized in the following proposition, which is
indeed the core of Nash’s approach.

Proposition 41 (A priori estimates) For any t0 sufficiently large there is δ(t0) > 0
such that, if ‖h‖3 ≤ δ, then the following holds. Consider any solution w of (49)
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and (50) over an interval I (with left endpoint t0 and which might be closed, open
or infinite) . If

‖w(t)− w0‖3 + t−1‖w(t) −w0‖4 ≤ 2ε , (57)

t4‖ḣ(t)‖0 + ‖ḣ(t)‖4 ≤ 2 , (58)

then indeed we have the improved bounds

‖w(t) −w0‖3 + t−1‖w(t) −w0‖4 ≤ ε , (59)

t4‖ḣ(t)‖0 + ‖ḣ(t)‖4 ≤ 1 . (60)

Moreover,

t4‖ẇ(t)‖0 + ‖ẇ(t)‖4 ≤ C0 , (61)

and, if I = [t0,∞), then there is a function δ(s) with lims→∞ δ(s) = 0 such that

‖w(t) −w(s)‖3 ≤ δ(s) for all t ≥ s ≥ t0. (62)

Before coming to the proof we recall here a few useful estimates.

Lemma 42 If T is a smooth (i, j) tensor on Σ and r < σ < s are three natural
numbers, then there is a constant C = C(r, s, σ, i, j) such that

‖T ‖σ ≤ C‖T ‖λr ‖T ‖1−λ
s where σ = λr + (1 − λ)s. (63)

If Ψ : Γ → Rk is a smooth map, with Γ ⊂ Rκ compact and r a natural number,
then there is a constant C(r, Ψ ) such that

‖Ψ ◦ v‖r ≤ C(1 + ‖v‖r ) for every smooth v : Σ → Γ . (64)

For every r ∈ R there is a constant C(r) such that

‖ϕψ‖r ≤ C‖ϕ‖0‖ψ‖r + C‖ϕ‖r‖ψ‖0 for every ϕ,ψ ∈ Cr(Σ). (65)

The inequality extends as well to (tensor) product of tensors, where the constant will
depend additionally only on the type of tensors involved.

The lemma above follows from rather standard and well-known arguments and
we will give some explanations and references at the end of section. We underline
here a crucial consequence, which will be used repeatedly in our arguments.
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Remark 43 From (63) we easily conclude that, if ‖T (t)‖k ≤ λtj and ‖T ‖k+i ≤
λtj+i , then ‖T ‖k+κ ≤ Cλtj+κ for all intermediate κ ∈ {1, . . . , j − 1}.18

Proof (Proof of Proposition 41) First of all, if t0 is chosen larger than a fixed
constant, we can use (57) and Proposition 39(d) to conclude that ‖St−1w(t) −
w0‖2 ≤ 4ε. In turn, by (56), this implies that, when computing the operator L ,
the entries of L ij

α belong to a compact set where the corresponding functions are
smooth. Observe moreover that ‖w(t)‖3 ≤ C, for some constant C depending only
upon the initial value w0. We can thus apply (64) and Proposition 39 to conclude
that

‖L (St−1w(t))‖κ ≤ C(κ)(1 + tκ−1) (66)

where C(κ) is a constant which depends only upon κ . In fact, for κ ≥ 1 we have

‖L (St−1w(t))‖κ
(64)≤ C(κ)‖St−1w(t)‖κ+2≤C(κ)‖w(t)‖3t

κ−1 ,

where the last inequality follows from Proposition 39(b). In the case of κ = 0, we
use instead the estimate ‖St−1w(t)‖2 ≤ C‖w(t)‖2 (again cf. Proposition 39(b)).

Using now (65), from (49) we conclude that

‖ẇ(t)‖0 ≤ ‖L (St−1w(t))‖0‖ḣ(t)‖0 ≤ Ct−4 , (67)

‖ẇ(t)‖4 ≤ ‖L (St−1w(t))‖4‖ḣ(t)‖0 + C‖L (St−1w(t))‖0‖ḣ(t)‖4 ≤ C . (68)

Indeed, this shows (61).
We next introduce some additional functions in order to make some expressions

more manageable. More precisely

E(t) :=2d(St−1w(t)−w(t)) 2 dẇ(t) , (69)

L(t) :=
∫ t

t0

E(τ)ψ(t − τ ) dτ . (70)

Observe that with the introduction of these two quantities we can rewrite (50) as

h(t) = St−1[ψ(t − t0)h+ L(t)] . (71)

Recalling Proposition 39, we have ‖St−1w(t) − w(t)‖1 ≤ Ct−2‖w(t)‖3 ≤ Ct−2.
Observe that ‖ẇ(t)‖1 ≤ Ct−3, which follows from (67) and (68) because of
Remark 43 (this is just one of several instances where such remark will be used!).

18Nash does not take advantage of this simple remark and introduces instead a rather unusual
notation to keep track of all the estimates for the intermediate norms in the bounds corresponding
to (59), (60) and (61).
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Combining the latter estimate with (65), we then conclude ‖E(t)‖0 ≤ Ct−5. On the
other hand,

‖St−1w(t) −w(t)‖4 ≤ Ct ,

and hence again from (65) we conclude

‖E(t)‖3 ≤ C‖St−1w(t) − w(t)‖4‖ẇ(t)‖1 + C‖St−1w(t) − w(t)‖1‖ẇ(t)‖4 ≤ Ct−2 .

(72)

The latter inequality yields

‖L(t)‖3 ≤
∫ t

t0

‖E(τ)‖3 dτ ≤ Ct−1
0 . (73)

Next, we compute

ḣ(t) = (
d
dt
St−1

) [ψ(t − t0)h+ L(t)]
︸ ︷︷ ︸

=:P(t)

+St−1[ψ ′(t − t0)h+ L̇(t)] .

First, we observe that ψ ′(t − t0) vanishes for t > t0 + 1 and t < t0. Hence

‖ψ ′(t − t0)St−1h‖4 ≤
⎧
⎨

⎩

Ct0δ for t ∈ [t0, t0 + 1],

0 otherwise.
(74)

For the same reason (and because ψ(0) = 0) we can estimate

‖L̇(t)‖0 ≤
∫ t

max{t0,t−1}
‖E(τ)‖0 dτ ≤ Ct−5 , (75)

‖L̇(t)‖3 ≤
∫ t

max{t0,t−1}
‖E(τ)‖3 dτ ≤ Ct−2 . (76)

Next, recalling that S ′
ε := d

dε
Sε , we have

d
dt
St−1 = −t−2S ′

t−1 .

Hence, using Proposition 39(c) and (73), it is straightforward to show that

t4‖P(t)‖0 + ‖P(t)‖4 ≤ C(‖h(t)‖3 + ‖L(t)‖3) ≤ Cδ + Ct−1
0 , (77)
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where C is independent of δ. Combining (74), (75), (76), and (77) we get

t4‖ḣ(t)‖0 + ‖ḣ(t)‖4 ≤ Ct−1 + Cδ(1 + t50 )+ Ct−1
0 ≤ Ct−1

0 + Cδt50 . (78)

Therefore, choosing first t0 large enough and then δ ≤ δ0(t0) sufficiently small, we
conclude a bound which is even stronger than (60): the left-hand side can be made
smaller than any fixed η > 0.

The estimate on ‖w(t)−w0‖4 in (59) is an obvious consequence of the one above
on ‖ḣ(t)‖4 through integration of (49): it suffices to choose η smaller than a given
constant. The proof of the remaining parts of (59) and (62) require instead a subtler
argument. However, notice also that we just need to accomplish (62), since C0 is a
constant claimed to be independent of t0.

In order to get (62) we integrate (49) and then integrate by parts:

w(t)−w(s)

=
∫ t

s

L (Sτ−1(w(τ)))ḣ(τ ) dτ

= −
∫ t

s

[
d

dτ
L (Sτ−1(w(τ)))

]

︸ ︷︷ ︸
=:D(τ)

(h(τ) − h(t)) dτ +L (St−1(w(s)))(h(t) − h(s)) .

(79)

First of all, integrating the bound (60) on ḣ(t), we obviously conclude

‖h(t)− h(s)‖0 ≤ Cs−3 for all t ≥ s ≥ t0. (80)

Next, assuming that t ≥ s ≥ t0 + 1, we have ψ(s − t0) = ψ(t − t0) = 1 and we can
thus compute

h(t)− h(s) = (St−1h−Ss−1h)+St−1

∫ t

s

E(τ) ψ(t − τ) dτ

︸ ︷︷ ︸
(I)

+St−1

∫ s

s−1
E(τ) (ψ(t − τ) − ψ(s − τ)) dτ

︸ ︷︷ ︸
(II)

+ (St−1 −Ss−1)L(s)

︸ ︷︷ ︸
(III)

.

(81)

Note next that

‖(I) + (II)‖3 ≤ C

∫ t

s−1
‖E(τ)‖3 dτ ≤ C

∫ ∞

s−1
τ−2 dτ ≤ Cs−1 .
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For what concerns (III) note that the bound (72) on ‖E(τ)‖3 implies that

L(∞) :=
∫ ∞

t0

E(τ) dτ

is well defined, it belongs to C3, and it satisfies the following decay estimate:

‖L(∞)− L(s)‖3 ≤ Cs−1 . (82)

Thus we can bound

‖(III)‖3 ≤ Cs−1 + ‖Ss−1L(∞)−St−1L(∞)‖3 ,

which in turn leads to

‖h(t)− h(s)‖3 ≤ Cs−1 + ‖Ss−1L(∞)−St−1L(∞)‖3 + ‖St−1h−Ss−1h‖3 .

(83)

Using the fact that St−1 converges to the identity for t → ∞, we reach

‖h(t)− h(s)‖3 ≤ δ̃(s) for all t ≥ s, (84)

where δ̃(s) is a function such that lims→∞ δ̃(s) = 0. Using (66), (80) and (83), we
conclude

‖w(t)− w(s)‖3 ≤δ̄(s)+ C

∫ t

s

(‖D(τ)‖3τ
−3 + ‖D(τ)‖0) dτ , (85)

for some function δ̄(s) which converges to 0 as s goes to ∞.
In order to estimate carefully D(t), we pass to local coordinates. Recalling the

notation L
ij
α = L

ij
α (A,B) of (47) we compute

d
dt
L

ij
α (DSt−1w(t),D2St−1w(t))

= DAL
ij
α (DSt−1w(t),D2St−1w(t))

︸ ︷︷ ︸
D′(t)

◦
(
−t−2DS ′

t−1w(t)+St−1Dẇ(t)
)

+DBL
ij
α (DSt−1w(t),D2St−1w(t))

︸ ︷︷ ︸
D′′(t)

◦
(
−t−2D2S ′

t−1w(t)+St−1D
2ẇ(t)

)
,

(86)

where ◦ denotes a suitable product structure. Now, as already argued for
L (St−1(w(t)), for any natural number κ we have

‖D′(t)‖κ + ‖D′′(t)‖κ ≤ C(κ)(1 + tκ−1) . (87)
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Moreover, having derived the bound ‖w(t)‖4 ≤ Ct , we can take advantage of
Proposition 39 to get

‖D(t)‖0 ≤ C
(
t−3‖w(t)‖4 + ‖ẇ(t)‖2

)
≤ Ct−2 . (88)

In order to estimate the C3 norm, we use (65), (87) and argue similarly to get:

‖D(t)‖3 ≤ Ct2
(
‖ẇ(t)‖2 + t−3‖w(t)‖4

)
+ C (‖w(t)‖4 + t‖ẇ(t)‖4) ≤ Ct .

(89)

Inserting the latter two inequalities in (85), we clearly conclude (62) and complete
the proof.

Proof (Proof of Lemma 42) First of all, we observe that it suffices to prove all the
claims for functions and in a local coordinate patch: hence, without loss of generality
we can just prove the claim for functions on balls of Rn.

Proof of (63). By the classical extension theorems, it suffices to prove the
inequality for functions defined on the whole Rn (under the assumptions that all
norms are finite!). In such a case we will in fact have the stronger inequality

‖Dσv‖0 ≤ C‖Drv‖λ0‖Dsv‖1−λ
0 .

Clearly, it suffices to prove the inequality in the particular case where r = 0<σ<s,
where it takes the form

‖Dσv‖0 ≤ C‖Dsv‖σ/s0 ‖v‖1−σ/s

0 .

If v ≡ 0, then there is nothing to prove. If Dsv ≡ 0, since the function is bounded,
then we have Dσv ≡ 0 and again the inequality is trivial. Otherwise, recall that we
have the following elementary bound, with a constant C independent of v.

‖Dσv‖0 ≤ C‖Dsv‖0 + C‖v‖0 .

However, since we can rescale the function to vε(r) = v(εr), we also have the
validity of

‖Dσv‖0 ≤ Cεs−σ‖Dsv‖0 + Cε−σ ‖v‖0 ,

with the very same constant C, i.e. independently of ε > 0. Choosing ε =
‖v‖1/s

0 ‖Dsv‖−1/s
0 we conclude the proof.

Proof of (64). Again we can assume that the domain of the function is R
n.

Denoting by Dj any partial derivative of order j , the chain rule can be written
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symbolically as

Dm(Ψ ◦ v) =
m∑

l=1

(DlΨ ) ◦ v
∑

σ

Cl,σ (Dv)σ1 (D2v)σ2 . . . (Dmv)σm (90)

for some constants Cl,σ , where the inner sum is over σ = (σ1, . . . , σm) ∈ Nm such
that

m∑

j=1

σj = l,

m∑

j=1

jσj = m.

From (63) we have

‖u‖j ≤ Ch‖u‖1− j
m

0 ‖u‖
j
m
m for m ≥ j ≥ 0

(without loss of generality we assume both ‖u‖0 and ‖u‖m nonzero, otherwise the
inequality is trivial: thus we can use (63) also for the “extreme cases” σ = r and
σ = s!). Inserting the latter inequality in (90), we easily achieve (64).

Proof of (65). Using the notation above we write the Leibniz rule as

Dm(ϕψ) =
m∑

j=0

Cj,mD
jϕDm−jψ

︸ ︷︷ ︸
Sj

.

For each summand we use (63) and Young’s inequality to write

‖Sj‖0 ≤ C‖ϕ‖1−j/m

0 ‖ϕ‖j/mm ‖ψ‖j/m0 ‖ψ‖1−j/m
m ≤ C‖ϕ‖0‖ψ‖m + C‖ϕ‖m‖ψ‖0 .

34

4.7 Global Existence and Convergence to an Isometry

In this section we combine the bounds in Proposition 41 with a local solvability
argument to show that there is a global solution to Nash’s regularized flow equations.

Proposition 44 There exist t0 and δ such that, if ‖h‖3 ≤ δ, then there is a solution
t �→ w(t) of (49) and (50) on [t0,∞) which satisfies the bounds (59), (60), (61)
and (62) for every t . Moreover, for t → ∞, w(t) converges in C3 to a free
embedding ū with ū�e = w

�
0e + h.
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Proof The whole point lies in the following:

(Loc) assume J = [t0, t1] is some closed interval (possibly trivial, namely, with
t1 = t0) over which we have a solution of (49) and (50) satisfying the
bounds (59), (60), (61) and (62). Then the solution can be prolonged on some
open interval [t0, t2[⊃ [t0, t1] to a solution which satisfies the bounds (57)
and (58).

The statement (Loc) and Proposition 41 easily imply the global existence claimed
in the proposition. Indeed, if we let [t0, T ) be the maximal interval over which there
is a solution satisfying (59), (60), (61) and (62), the statement (Loc) with t1 = t0
and the a priori estimates in Proposition 41 imply that T > t0, since for t1 = t0 we
can simply set w(t0) = w, ḣ(t0) = 0 and all the bounds (59), (60), (61) and (62)
would be trivially true. Moreover, if T < ∞, then the bounds in Proposition 41
imply that the solution can be smoothly extended to [t0, T ] and (Loc) contradicts
the maximality of T , establishing the global existence. The convergence to a C3 ū

follows from the bound (62). In turn we have the bound

‖dw(t) 2 dẇ(t)‖0 + ‖d(St−1w(t)) 2 dẇ(t)‖0 ≤ Ct−4 ,

so that all the integrals used in (52), (53), (54) and (55) converge in the uniform norm
and define continuous functions. The computations in (52), (53), (54) and (55) are
thus rigorous and yield ū�e = w�e + h.

Hence, in what follows we will focus on the proof of (Loc).
First of all, we rewrite (49) and (50) in terms of a fixed point for an integral

operator on (w, λ) := (w, ḣ). We start by writing

w(t) = w0 +
∫ t

t0

L (Sτ−1w(τ))λ(τ ) dτ =: w0 +
∫ t

t0

W (w(τ), λ(τ )) dτ . (91)

We then rewrite the function E(t) of (69) as

E(t) = 2d(St−1w(t)− w(t))2 d(L (St−1w(t))λ(t)) =: E (w(t), λ(t)) . (92)

Finally,

λ(t) = d

dt

{

St−1

[

ψ(t − t0)h+
∫ t

t0

E (w(τ), λ(τ))ψ(t − τ) dτ

]}

= ψ ′(t − t0)St−1h− t−2ψ(t − t0)S
′
t−1h

︸ ︷︷ ︸
=μ(t)

−t−2S ′
t−1

∫ t

t0

E (w(τ), λ(τ)) ψ(t − τ) dτ

+St−1

∫ t

t0

E (w(τ), λ(τ))ψ ′(t − τ)dτ . (93)
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Observe now that the operator W is smooth on C4, because of the regularization of
St (cf. the proof of Proposition 41). The operator E is locally Lipschitz from C4 to
C3 (cf. the proof of Proposition 41) because it loses one derivative, but on the other
hand the operators St and S ′

t in front of the integrals in the above expressions
regularize again from C3 to C4. Hence the local existence in (Loc) follows from
classical fixed point arguments.

We briefly sketch the details for the reader’s convenience. We consider an interval
J = [t0, t1] as in (Loc) and t2 > t1, whose choice will be specified later. We consider
a pair (w, λ) ∈ C(J,C4) which solves (91), (92) and (93) and satisfies

‖w(t) −w0‖3 + t−1‖w(t) −w0‖4 ≤ ε , (94)

t4‖λ(t)‖0 + ‖λ(t)‖4 ≤ 1 (95)

(and in case t0 = t1 we simply set w(t0) = w0 and λ(t0) = 0). We consider next the
space X of pairs (w, λ) ∈ C([t0, t2], C4) such that

(a) w = w and λ = λ on the interval J ;
(b) the following inequalities hold:

‖w(t)−w0‖3 + t−1‖w(t)−w0‖4 ≤ 2ε , (96)

t4‖λ(t)‖0 + ‖λ(t)‖4 ≤ 2 . (97)

On X we consider the norm ‖(w, λ)‖4,0 := maxt∈[t0,t2](‖w(t)‖4 + ‖λ(t)‖4). X is
clearly a complete metric space. We then consider the transformation A : X →
C([t0, t2], C4) given by (w, h) �→ A (w, h) = (w̃, h̃) through the following
formulas:

w̃(t) = w0 +
∫ t

t0

W (w(τ), λ(τ)) dτ ,

λ̃(t) = μ(t) − t−2S ′
t−1

∫ t

t0

E (w(τ), λ(τ)) ψ(t − τ) dτ +St−1

∫ t

t0

E (w(τ), λ(τ))ψ ′(t − τ)dτ .

Now, if we assume t2 ≤ t1 + 1, then maxt ‖W (w(t), λ(t)‖4 ≤ C, because of the
estimates (96) and (97). Hence we can estimate

‖w̃(t)−w(t1)‖0 ≤
∫ t2

t1

‖W (w(τ), λ(τ )‖4 dτ ≤ C(t2 − t1) ∀t ≥ t1 . (98)

Similarly, since supt ‖E (w(t), λ(t))‖3 ≤ C and recalling the estimates of Proposi-
tion 39, we conclude that

‖λ̃(t)− λ(t1)‖4 ≤ ‖μ(t)− μ(t1)‖4 + C(t2 − t1) ∀t ≥ t1 .
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From (94) and (95) and the smoothness of the map μ, it is easy to see that (96)
and (97) is valid for the pair (w̃, λ̃) provided t2 − t1 is smaller than a certain
threshold. In particular, for t2 − t1 small enough the operator A maps X into itself.

It remains to show the contraction property. Consider two pairs (w1, λ1), (w2, λ2)

∈ X and (w̃i , λ̃i ) = A (wi, λi). Then, using the properties of the operators St−1

and S ′
t−1 we easily conclude

‖w̃1(t)− w̃2(t)‖4,0 ≤
∫ t2

t1

‖W (w1(τ ), λ1(τ ))−W (w2(τ ), λ2(τ ))‖4 dτ , (99)

‖λ̃1(t)− λ̃2(t)‖4,0 ≤ C

∫ t2

t1

‖E (w1(τ ), λ1(τ ))− E (w2(τ ), λ2(τ ))‖3 dτ .

(100)

In turn, recalling the Lipschitz regularity of the operators W and E , we easily
achieve

‖A (w1, λ1)−A (w2, λ2)‖4,0 = ‖(w̃1, λ̃1)− (w̃2, λ̃2‖4,0

≤ C(t2 − t1)‖(w1, λ1)− (w2, λ2)‖4,0 .

Again, it suffices to choose t2 − t1 smaller than a certain threshold to conclude that
A : X → X is a contraction.

4.8 Higher Regularity of the Map ū

Finally, in this section we complete the proof of Theorem 33 by showing the
following result.

Proposition 45 The map ū of Proposition 44 belongs to Ck if h ∈ Ck for k ≥ 4.

Proof The proof will be by induction on k. Assume that, under the assumption
h ∈ Ck , we have shown that

‖w(t)‖k + t−1‖w(t)‖k+1 ≤ C , (101)

tk+1‖ḣ(t)‖0 + ‖ḣ(t)‖k+1 ≤ C , (102)

for some constant C independent of t . We will then show that, under the assumption
that h ∈ Ck+1, the same set of estimates hold with k + 1 in place of k, namely

‖w(t)‖k+1 + t−1‖w(t)‖k+2 ≤ C′ , (103)

tk+2‖ḣ(t)‖0 + ‖ḣ(t)‖k+1 ≤ C′ , (104)
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with a constant C′ which might be worse than C, but depends only on k and t0 (the
latter is, however, fixed in the statement of the proposition). Indeed the estimate for
‖w(t)‖k+1 will come from the following stronger claim: there is a function δ(s)

which converges to 0 as s → ∞ and such that

‖w(t)− w(s)‖k+1 ≤ δ(s) for all t ≥ s ≥ t0. (105)

The claim obviously would complete the proof of the proposition, because it clearly
shows that w(t) converges in Ck+1 as t ↑ ∞. Hence, in the rest of the proof we will
focus on showing (103), (104), and (105).

We start by estimating ẇ(t) using (49) and recalling the same arguments of the
proof of Proposition 41: from (101), (102), and Proposition 39 we conclude the
bounds which are the analog of (67) and (68), namely

tk+1‖ẇ(t)‖0 + ‖ẇ(t)‖k+1 ≤ C . (106)

We next estimate the function E(t) of (69), again using the arguments of Proposi-
tion 39. First, by Proposition 39(c) and (101) we get

tk‖St−1w(t) −w(t)‖1 + ‖St−1w(t) −w(t)‖k+1 ≤ Ct . (107)

Then, using (65) we conclude the bounds which are the analog of (72), namely

tk‖E(t)‖0 + ‖E(t)‖k ≤ Ct−2 . (108)

We next recall the computation for ḣ(t):

ḣ(t) = − ψ(t − t0)

t2
S ′

t−1h+ ψ ′(t − t0)St−1h

︸ ︷︷ ︸
=:A(t)

− 1

t2
S ′

t−1

=:L(t)
︷ ︸︸ ︷∫ t

t0

E(τ)ψ(t − τ ) dτ

︸ ︷︷ ︸
=:B(t)

+St

∫ t

max{t0,t−1}
E(τ)ψ ′(t − τ ) dτ

︸ ︷︷ ︸
=:C(t)

. (109)

Now, using that h ∈ Ck+1, Proposition 39(c), and the fact that ψ ′(t − t0) vanishes
for t − t0 > 1, we easily conclude that

tk+2‖A(t)‖0 + ‖A(t)‖k+2 ≤ C , (110)

where the constant C depends on k and t0 (which are both fixed). As for C(t), we
can use (108) and Proposition 39(b) to conclude

tk+2‖C(t)‖0 + ‖C(t)‖k+2 ≤ C . (111)
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The estimate on B(t) turns out to be more delicate. First notice that, by (108), we
certainly conclude that ‖L(t)‖k ≤ C. Using now Proposition 39(c) we get however
the weaker estimate

‖B(t)‖k+2 ≤ Ct . (112)

We can now go back in the argument for (106) and recover ‖ẇ(t)‖k+2 ≤ Ct2. In
turn, plugging this information in the derivation of (108) we get ‖E(t)‖k+1 ≤ Ct−1.
The latter bound can be used to estimate ‖L(t)‖k+1 ≤ C log t which in turn, using
Proposition 39(c), improves (112) to

‖B(t)‖k+2 ≤ C log t . (113)

We can now iterate the whole process to reach, respectively,

‖ḣ(t)‖k+2 ≤ C log t ,

‖ẇ(t)‖k+2 ≤ C log t ,

‖w(t)‖k+2 ≤ Ct log t ,

‖E(t)‖k+1 ≤ Ct−2 log t .

Since however t−2 log t is integrable on [t0,∞), we achieve the desired bound
‖B(t)‖k+2 ≤ C and indeed, using again Proposition 39(c),

tk+2‖B(t)‖0 + ‖B(t)‖k+2 ≤ C . (114)

Clearly (110), (114) and (111) yield (104). As already argued several times, we
directly conclude ‖ẇ(t)‖k+2 ≤ C and ‖w(t)‖k+2 ≤ Ct , namely (103). Besides,
following the same reasoning as above we also conclude the following useful bound:

tk+1‖E(t)‖0 + ‖E(t)‖k+1 ≤ Ct−2 . (115)

Thus the only bound which remains to show is (105): the argument, however,
follows almost verbatim the one for (62). We briefly sketch the details. First, we
recall the computation in (79). Then, using the bound (104) we derive the analog
of (80), namely

‖h(t) − h(s)‖0 ≤ Cs−k−1 for all t ≥ s ≥ t0. (116)

Similarly, using (81) and (115) we derive

‖h(t) − h(s)‖k+1

≤ Cs−1 + ‖St−1h−Ss−1h‖k+1 + ‖St−1L(∞) −St−1L(∞)‖k+1 ∀t ≥ s ≥ t0 .

(117)
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Plugging these inequalities in (79) and using (66), we derive the existence of a
function δ̄(s) which converges to 0 as s → ∞ and such that

‖w(t) −w(s)‖k+1 ≤ δ̄(s)+ C

∫ t

s

(‖D(τ)‖k+1τ
−k−1 + ‖D(τ)‖0) dτ . (118)

This replaces the analogous estimate (85), whereD(t) is the quantity defined in (79).
The estimate ‖D(τ)‖0 ≤ τ−2 of (88) is certainly valid here as well. In order to
estimate ‖D(t)‖k+1 we first recall the computations in (86) and the quantities D′(t)
and D′′(t) introduced there. Using the better bounds ‖w(t)‖k+2 ≤ Ct and (103),
the estimate in (89) can in fact be improved to

‖D(t)‖k+1 ≤ Ct . (119)

Inserting the inequalities just found for ‖D(τ)‖0 and ‖D(τ)‖k+1 in (118), we
immediately conclude (105), which completes our proof.

4.9 The Nonclosed Case

The proof of Corollary 30 uses a construction very similar to that employed
Corollary 23 to show the existence of a short embedding of a noncompact manifold.

Proof (Proof of Corollary 30) Consider an open covering {U�}� as in Lemma 25
and let Ci be the corresponding classes. As in the proof of Corollary 23, fix a family
{ϕ�}� of smooth functions with the properties that ϕ� ∈ C∞

c (U�) and for every p ∈
Σ there is at least one ϕ� which equals 1 on a neighborhood of p. Moreover, having
ordered {U�}� we fix a (strictly) decreasing number of parameters ε�, converging
to 0.

Next consider the map v0 : Σ → R2(n+1) defined in the following way: for each
i ∈ {1, . . . , n+ 1} and every p ∈ Σ , set

v0
2(i−1)+1(p) = ε2

�ϕ�(p) and v0
2i (p) = ε�ϕ�(p)

if p is contained in some U� ∈ Ci , otherwise we set them equal to 0. As already
shown in the proof of Corollary 23, the latter map is well-defined, and we let h :=
(v0)�e. Provided we choose the ε� sufficiently small, we have g − h > 0.

For each U� fix a smooth map Φ� which maps U� diffeomorphically on the
standard sphere Sn \ {N}, where N denotes the north pole. We extend it to a smooth
map on the whole manifold Σ by defining Φ� ≡ N on Σ \ U�. If σ denotes the
standard metric on Sn, we then select a sequence η� of sufficiently small positive
numbers such that the tensor

g̃ := g − h−
∑

�

η�Φ
�
�σ



454 C. De Lellis

is still positive definite. For each U� consider the tensor g� := ϕ2
�

(∑
� ϕ

2
�

)−1
g̃, so

that

∑

�

g� = g̃ .

Observe that, since Φ� is a diffeomorphism on the support of g�, which in turn
is contained in U�, the (0, 2) tensor ḡ� := (Φ−1

� )�g� is well-defined on Sn \ {N}
and can be extended smoothly to Sn by setting it equal to 0. Thus there is an
isometric embeddingw� of Sn into RN0 such that (w�)�e = ḡ�+η�σ . By applying a
translation we can assume that w� maps the north pole N in 0. Thus, u� := w� ◦Φ�

is a smooth map on Σ which vanishes identically outside U� and such that

(u�)�e = g� + η�Φ
�
�σ .

Now, for each i ∈ {1, . . . , n+ 1} we define the map vi : Σ → RN0 setting vi(p) =
ϕ�(p)u

�(p) if p belongs to some U� ∈ Ci and 0 otherwise. Finally, let u = v0 ×
v1 × . . .× vn+1. Then it is obvious from the construction and from Remark 34 that
u is an isometry:

u�e = (v0)�e +
∑

�

g� +
∑

�

η�Φ
�
�σ = h+ g̃ +

∑

�

η�Φ
�
�σ = g .

It follows therefore that u is necessarily an immersion. The argument of Corollary 23
finally shows that u is injective and completes the proof. Observe that, if we set
instead

g̃ := g −
∑

�

η�Φ
�
�σ ,

and define analogously the maps w�, u� and vi with i ∈ {1, . . . , n+1}, the resulting
map ū = v1 × . . .× vn+1 is an isometric immersion of Σ: the only property which
is lost compared to u is indeed the injectivity.

5 Continuity of Solutions of Parabolic Equations

5.1 Introduction

In 1958 Nash published his fourth masterpiece [76], a cornerstone in the theory of
partial differential equations. His main theorem regarded bounded solutions of linear
second-order parabolic equations with uniformly elliptic nonconstant coefficients.
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More precisely, equations of the form

∂tu = divx(A(x, t)∇u) , (120)

where:

(a) the unknown u is a function of time t and space x ∈ Rn;
(b) ∂tu denotes the time partial derivative ∂u

∂t
;

(c) ∇u denotes the spatial gradient, namely the vector

∇u(x, t) = (∂1u(x, t), . . . , ∂nu(x, t)) =
(
∂u

∂x1
(x, t), . . . ,

∂u

∂xn
(x, t)

)

,

(d) and divxV denotes the (spatial) divergence of the vector field V , namely

divxV (x, t) = ∂1V1(x, t)+ . . .+ ∂nVn(x, t) .

Following Einstein’s summation convention on repeated indices, we will often write

divx(A∇u) = ∂i(Aij ∂j u) .

Assumption 46 In this section the coefficients Aij will always satisfy the following
requirements:

(S) Symmetry, namely Aij = Aji ;
(M) Measurability, namely each (x, t) �→ Aij (x, t) is a (Lebesgue) measurable

function;
(E) Uniform ellipticity, namely there is a λ ≥ 1 such that

λ−1|v|2 ≤ Aij (x, t)vivj ≤ λ|v|2 ∀(x, t) ∈ R
n ×R and ∀v ∈ R

n.
(121)

Clearly, since the coefficients Aij are not assumed to be differentiable, we have
to specify a suitable notion of solution for (120).

Definition 47 In what follows, the term solution of (120) in an open domain Ω ⊂
Rn × R will denote a locally summable function u with locally square summable
distributional derivatives ∂j u satisfying the identity

∫

u(x, t)∂tϕ(x, t) dx dt=
∫

∂iϕ(x, t)Aij (x, t)∂ju(x, t) dx dt ∀ϕ ∈ C∞
c (Ω) .

(122)

The following is then Nash’s celebrated Hölder continuity theorem. As usual we
denote by ‖f ‖∞ the (essential) supremum of the measurable function f and, in case
f coincides with a continuous function a.e., we state pointwise inequalities omitting
the “almost everywhere” specification.
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Theorem 48 (Nash’s parabolic regularity theorem) There are positive constants
C and α depending only upon λ and n with the following property. If the matrix
A satisfies Assumption 46 and u is a bounded distributional solution of (120) in
Rn × (0,∞), then the following estimate holds for all t2 ≥ t1 > 0 and all x1, x2 ∈
Rn:

|u(x1, t1)− u(x2, t2)| ≤ C‖u‖∞
[
|x1 − x2|α

t
α/2

1

+
(
t2 − t1

t1

) α
2(1+α)

]

. (123)

From the above theorem, Nash derived a fundamental corollary in the case of
second-order elliptic equations

divx(A∇v) = 0 , (124)

where the measurable coefficients Aij do not depend on t .

Definition 49 If Ω is an open domain of Rn, the term distributional solution v

of (124) in Ω will denote a locally summable function v with locally square
summable distributional derivatives ∂j u satisfying the identity

∫

∂iv(x)Aij (x)∂jϕ(x) dx = 0 ∀ϕ ∈ C∞
c (Ω) .

The following theorem is nowadays called De Giorgi–Nash theorem, since
indeed De Giorgi proved it19 independently of Nash in [22] (see [24] for the English
translation).

Theorem 50 (De Giorgi–Nash) There are positive constants C and β depending
only upon λ and n with the following property. If the matrix A satisfies Assump-
tion 46 and v is a bounded distributional solution of (124) in B3r (z) ⊂ Ω , then the
following estimate holds for every x, y ∈ Br(z):

|v(x)− v(y)| ≤ C‖v‖∞r−β |x − y|β . (125)

Theorem 50 was sufficient to give a positive answer to Hilbert’s XIXth problem,
namely the regularity of scalar minimizers of uniformly convex Lagrangians in any
dimension, cf. [22, Teorema III]. The case n = 2 had been previously settled by
Morrey in [66] and it was also known that the Hölder continuity of the first derivative

19In fact, De Giorgi’s statement is stronger, since in his theorem ‖v‖∞ in (125) is replaced by the
L2 norm of v (note that the power of r should be suitably adjusted: the reader can easily guess the
correct exponent using the invariance of the statement under the transformation ur(x) = u(rx)).
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of the minimizer would suffice to conclude its full regularity, see [50, 67]. The De
Giorgi–Nash theorem closed the gap.20

The De Giorgi–Nash Hölder continuity theorem is false for elliptic systems, as
it was noticed by De Giorgi in [23]. In fact, for vectorial problems in the calculus
of variations Nečas proved later the existence of nondifferentiable minimizers of
smooth uniformly convex functionals when both the domain and the target have
sufficiently large dimension. The methods of Nečas were refined further in [44] and
[95], and recently the paper [65] used a different construction to show the existence
of a nondifferentiable minimizer when the target is 2-dimensional and the domain 3-
dimensional. Since Morrey’s work shows the regularity for planar minimizers even
in the vectorial case, the latter example is in the lowest possible dimensions. Finally,
in [96] it was shown that if the domain is 5-dimensional, vectorial minimizers might
even be unbounded!

Various authors rewrote, simplified and pushed further the De Giorgi–Nash
theory. The two most important contributors are probably Moser [69] and Aronson
[5]. Moser introduced the versatile Moser iteration, based on the study of the time-
evolution of successive powers of the solution, which simplifies the proof (and
avoids the explicit use of the entropy functionalQ, see Definition 53). Moser further
proved what is usually called Harnack inequality (although a more appropriate name
in this case would probably be “Moser–Harnack”). For positive solutions v of (124),
the inequality is the estimate

sup
Br(x)

v ≤ C inf
B2r (x)

v,

where the constant C only depends on r , the dimension n and the ellipticity
constant λ.

Aronson established a Gaussian type bound on the associated fundamental
solution S(x, t, x̄, t̄ ) (cf. Theorem 52), more precisely he bounded the latter from
above and from below with functions of the form

K

(t − t̄ )n/2
e−B|x−x̄|2/(t−t̄)

(Nash established the (weaker) upper bound with K(t − t̄ )−n/2, cf. Proposition 54).
These three results, namely the Hölder continuity, the Moser–Harnack inequality,

and the Gaussian type bounds, are all connected and in some sense equivalent. Fine
expositions of this, as well as clever rewritings/simplifications/improvements of the
proofs, can be found in Bass [7, Ch. 7], [8] and Fabes and Stroock [32].

20Indeed, it was known that the first partial derivatives of the minimizer satisfy a uniformly
elliptic partial differential equation with measurable coefficients. De Giorgi’s stronger version
of Theorem 50 would then directly imply the desired Hölder estimate. Nash’s version was also
sufficient, because a theorem of Stampacchia guaranteed the local boundedness of the first partial
derivatives, cf. [93].
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Most of the section will be dedicated to Nash’s proof of Theorem 48, whereas
Theorem 50 will be derived from Theorem 48 in the last section.

5.2 Preliminaries and Main Statements

Nash’s approach to Theorem 48 follows initially the well-known path of proving
“a priori estimates”. More precisely, standard arguments reduce Theorem 48 to the
following weaker version. In the rest of our discussion, we will use “smooth” to
denoteC∞ functions. All the statements will indeed hold under much less restrictive
regularity assumptions, namely the existence and continuity of a suitable number
of derivatives needed to justify the computations contained in the arguments. On
the other hand, since such precise results are not needed later, in order to keep the
presentation less technical we will ignore the issue.

Theorem 51 (A priori estimate) Theorem 48 holds under the additional assump-
tions that

(A1) Aij is smooth on Rn × R for all i, j = 1, . . . n;
(A2) Aij = δij outside of a compact set K × [0, T ];
(A3) u is smooth.

Observe a crucial point: it is well known (and it was well known at the time
Nash wrote his note) that the assumptions (A1)–(A3) imply the smoothness of
any solution of (120), but the crucial point in Theorem 51 is that the constants
C and α of (123) are independent of A (more precisely, they depend only on the
dimension n and the constant λ in (121)). We will focus on Theorem 51 for most
of the subsequent sections and only at the end, in Sect. 5.8, we will show how to
conclude Theorem 48 from it.21

Under the assumptions (A1)–(A3) of Theorem 51 we take advantage of the
existence of fundamental solutions. More precisely, we recall the following theorem
(see [35, Ch. 1.6]).

Theorem 52 Under the assumptions of Theorem 51 there is a smooth map

(x, t, x̄, t̄ ) �→ S(x, t, x̄, t̄ )

defined for x, x̄ ∈ Rn and t > t̄ with the following properties:

(a) The map (x, t) �→ S(x, t, x̄, t̄ ) = T (x, t) is a classical solution of (120) on
Rn × (t̄,∞).

21Nash does not provide any argument nor reference, he only briefly mentions that Theorem 48
follows from Theorem 51 using a regularization scheme and the maximum principle. Note that
a derivation of the latter under the weak regularity assumptions of Theorem 48 is, however, not
entirely trivial: in Sect. 5.8 we give an alternative argument based on a suitable energy estimate.
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(b) T (·, t) and ∂kt T (·, t) belong to the Schwartz space of rapidly decreasing smooth
functions S (Rn) and the corresponding seminorms can be bounded uniformly
when t belongs to a compact subset of (t̄,∞).

(c) T > 0 and
∫
T (x, t) dx = 1 for every t > t̄ .

(d) T (·, t) converges, in the sense of measures, to the Dirac mass δx̄ as t ↓ t̄ ,
namely

lim
t↓t̄

∫

T (x, t)ϕ(x) dx = ϕ(x̄)

for any bounded continuous test function ϕ. Moreover, for any ball Br(x̄), the
function T (·, t) converges to 0 on Rn \ Br(x̄) with respect to all the seminorms
of the Schwartz space.

(e) For any u bounded smooth solution of (120) on Rn × [t̄ , T [ we have the
representation formula

u(x, t) =
∫

S(x, t, y, t̄ )u(y, t̄) dy . (126)

Vice versa, given a bounded smooth u0(y) =: u(y, t̄) the formula above gives
the unique solution on [t̄ ,∞[ subject to the corresponding initial condition.

(f) The properties above hold for the map (x̄, t̄ ) �→ S(x, t, x̄, t̄ ) = T̄ (x̄, t̄ ) on the
domain Rn × (−∞, t), which therefore is a (backward in time) fundamental
solution of the adjoint equation

− ∂t̄ T̄ = ∂x̄j (Aij ∂x̄i T̄ ) . (127)

Except for the smoothness, the existence of a map S with all the properties listed
above is given in [35, Ch. 1] (note that point (f) is proved in [35, Th. 15]). The latter
reference shows that S has continuous first-order derivatives (in time and space) and
continuous second-order derivatives in space when the coefficients Aij are C2 (in
fact C1,α, cf. [35, Th 10]). Decay properties for the function and its first-order space
derivatives are then showed in [35, Th 11]. The higher regularity (and the decay
of higher derivatives) when the coefficients Aij are smooth and constant outside
of a compact set, follows easily from the arguments given in [35], and we have
stated it only for completeness: indeed the arguments of Nash do not really need
this additional information.

In the remaining sections we will derive several bounds on the map S which
will finally lead to a proof of Theorem 51 through the representation formula (126).
Three very relevant quantities which we will compute on the fundamental solutions
are the energy, the entropy and the first moment.

Definition 53 Under the assumptions of Theorem 51 let T (x, t) := S(x, t, 0, 0),
where S is the map of Theorem 52. We then introduce

(i) The energy E(t) := ∫
T (x, t)2 dx.
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(ii) The entropy Q(t) := − ∫ T (x, t) log T (x, t) dx.
(iii) The first moment M(t) := ∫

T (x, t)|x| dx.

On each of these quantities (which by Theorem 52 are smooth on (0,∞)) Nash
derives subtle crucial estimates, which we summarize in the following proposition.

Proposition 54 (Bounds on the energy, the entropy and the moment) Under
the assumptions of Theorem 51 there are positive constants C1, C2, C3 and C4,
depending only upon λ and n, such that the following holds. If T ,E,Q and M are
as in Definition 53, then

E(t) ≤ C1t
−n/2 , (128)

‖T (·, t)‖∞ ≤ C2t
−n/2 , (129)

Q(t) ≥ −C3 + n

2
log t , (130)

C−1
4 t

1/2 ≤ M(t) ≤ C4t
1/2 . (131)

The last bound is in fact the cornerstone of Nash’s proof. With it he derives
subsequently what he calls G bound.

Definition 55 Let T be as in Definition 53 and consider the “normalization” U

of the fundamental solution: U(y, t) := t
n/2T (t

1/2y, t). For any δ ∈]0, 1[ the Gδ-
functional is

Gδ(t) =
∫

e−|y|2 log(U(y, t)+ δ) dy . (132)

Proposition 56 (G bound) Under the assumptions of Theorem 51 there are
constants C5 and δ0, depending only upon λ and n, such that the following holds. If
Gδ is as in Definition 55, then

Gδ(t) ≥ −C5(− log δ)1/2 for all δ < δ0. (133)

In turn Proposition 56 will be used in an essential way to compare fundamental
solutions for different source points. Observe in fact that the integrand defining
Gδ is rather negative at those points ξ which are close to 0 (the “source” of the
fundamental solution) and where at the same time the value of U is low. Our goal,
namely bounding Gδ(t) from below by −C(− log δ)1/2, is thus to gain control on
such “bad points”. In particular Proposition 56 allows to derive the central “overlap
estimate” for fundamental solutions, namely the following result.

Proposition 57 (Overlap estimate) Under the assumptions of Theorem 51 there
are positive constants C and α, depending only upon λ and n, such that, if S is the
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map of Theorem 52, then

∫

|S(x, t, x1, t̄ )− S(x, t, x2, t̄ )| dx ≤ C

( |x1 − x2|
(t − t̄ )1/2

)α

for all t > t̄ .

(134)

The Hölder estimate in space for a bounded solution u is a direct consequence
of the overlap estimate and of (126), whereas the estimate in time will follow from
additional considerations taking into account the other bounds derived above.

After collecting some elementary inequalities in the next section, we will
proceed, in the subsequent three sections, to prove the three Propositions 54, 56,
and 57. We will then show in Sect. 5.7 how Theorem 51 follows.

5.3 Three Elementary Inequalities

In deriving the estimates claimed in the previous section we will use three
“elementary” inequalities on functions. All of them have been generalized in various
ways in the subsequent literature and hold under less restrictive assumptions than
those stated here: the statements given below are just sufficient for our purposes and
I have tried to keep them as elementary as possible.

The first inequality is nowadays known as “Nash’s inequality”. In [76] Nash
credits the proof to Elias Stein.

Lemma 58 (Nash’s inequality) There is a constant C, depending only upon n,
such that the following inequality holds for any function v ∈ S (Rn):

(∫

Rn

|v(x)|2 dx
)1+2/n

≤ C

(∫

Rn

|∇v(x)|2 dx
)(∫

Rn

|v(x)|
)4/n

. (135)

The second is a Poincaré-type inequality in a “Gaussian-weighted” Sobolev
space.

Lemma 59 (Gaussian Poincaré inequality) The following inequality holds for
any bounded C1 function f on Rn with bounded derivatives and which satisfies the
constraint

∫
e−|ξ |2f (ξ) dξ = 0:

2
∫

Rn

e−|ξ |2f 2(ξ) dξ ≤
∫

Rn

e−|ξ |2 |∇f (ξ)|2 dξ . (136)

The proof of the final inequality in [76] is credited to Lennart Carleson:

Lemma 60 (Carleson’s inequality) There is a positive constant c, depending only
on n, such that the following inequality holds for any positive function T ∈ S (Rn)
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with
∫
Rn T (x) dx = 1:

∫

Rn

|x|T (x) dx ≥ c exp

[

−1

n

∫

Rn

T (x) log T (x) dx

]

. (137)

Proof (Proof of Lemma 58) Consider the Fourier transform22 v̂ of v:

v̂(ξ) := (2π)−n/2

∫

eix·ξ v(x) dx .

Recalling the Plancherel identity and other standard properties of the Fourier
transform we achieve

∫

|v(x)|2 dx =
∫

|v̂(ξ)|2 dξ (138)

∫

|∇v(x)|2 dx =
∫

|ξ |2|v̂(ξ)|2 dξ (139)

|v̂(ξ)| ≤ (2π)−n/2

∫

|v(x)| dx ∀ξ ∈ R
n . (140)

Using (140) we obviously get

∫

{|ξ |≤ρ}
|v̂(ξ)|2 dξ ≤ Cρn

(∫

|v(x)| dx
)2

,

whereas using (139) we have

∫

{|ξ |≥ρ}
|v̂(ξ)|2 dξ ≤

∫ |ξ |2
ρ2 |v̂(ξ)|2 dξ = 1

ρ2

∫

|∇v(x)|2 dx .

Equation (138) and the last two inequalities can be combined to reach

∫

|v(x)|2 dx ≤ Cρn
(∫

|v(x)| dx
)2

+ 1

ρ2

∫

|∇v(x)|2 dx , (141)

where the constant C is independent of ρ.
Next, the inequality (135) is trivial if v or ∇v vanishes identically. Hence, we can

assume that both integrals in the right-hand side of (135) are nonzero. Under this

22In order to simplify the notation we omit the domain of integration when it is the entire space.
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assumption (135) follows right away from (141) once we set

ρ =

⎡

⎢
⎢
⎢
⎣

∫

|∇v(x)|2 dx
(∫

|v(x)| dx
)2

⎤

⎥
⎥
⎥
⎦

1
n+2

.

34
Proof (Proof of Lemma 59) Consider the Hilbert space H of measurable functions
f such that

∫
e−|ξ |2f 2(ξ) dξ < ∞, with the scalar product

〈f, g〉 :=
∫

e−|ξ |2f (ξ)g(ξ) dξ .

It is well known that a Hilbert basis ofH is given by suitable products of the Hermite
polynomials (cf. [4, Sec. 6.1]): if Hi denotes the Hermite polynomial of degree i in
one variable, suitably normalized, we define, for any I = (i1, . . . , in) ∈ Nn

HI (ξ) = Hi1(ξ1)Hi2(ξ2) · . . . ·Hin(ξn) .

We then have
∫

e−|ξ |2f 2(ξ) dξ =
∑

I

α2
I , (142)

∫

e−|ξ |2(∂ξj f )2(ξ) dξ =
∑

I

β2
I,j , (143)

where

αI =
∫

e−|ξ |2f (ξ)HI (ξ) dξ , (144)

βI,j =
∫

e−|ξ |2∂ξj f (ξ)HI (ξ) dξ . (145)

Integrating by parts and using the relation

∂ξj (e
−|ξ |2HI(ξ)) = (2ij )

1/2HI(ξ)

we easily achieve the identity

n∑

j=1

β2
I,j = 2|I |α2

I .
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Therefore we conclude
∫

e−|ξ |2 |∇f (ξ)|2 dξ = 2
∑

I

|I |α2
I . (146)

Note that |I | ≤ 1 as soon as I �= (0, 0, . . .0). Thus, the inequality (136) is
a trivial consequence of (142) and (146) provided α(0,0,...,0) = 0. Since the
Hermite polynomial H0 is simply constant, the latter condition is equivalent to
∫
e−|ξ |2f (ξ) dξ = 0.

Proof (Proof of Lemma 60) For every fixed λ ∈ R, consider the function �(τ ) =
τ log τ + λτ on (0,∞). Observe that the function is convex, it converges to 0 as
τ → ∞ and converges to ∞ as τ → ∞. Its derivative �′(τ ) = log τ + (1 + λ)

vanishes if and only for τ0 = e−1−λ and moreover �(τ0) = −e−λ−1 < 0: the latter
must thus be the minimum of the function and therefore

τ log τ + λτ ≥ −e−λ−1 for every positive τ .

In particular, for any choice of the real numbers a > 0 and b ∈ R we have

∫

(T (x) logT (x)+ (a|x| + b)T (x)) dx ≥ −e−b−1
∫

e−a|x| dx . (147)

In analogy with the quantities introduced in Definition 53, we consider the entropy
and the moment, namely

Q := −
∫

T (x) logT (x) dx , (148)

M :=
∫

|x|T (x) dx , (149)

and we let D(n) be the dimensional constant

D(n) :=
∫

e−|x| dx .

Then we can rewrite (147) as

−Q+ aM + b ≥ −e−b−1a−nD(n) (150)

(where we have also used that
∫
T (x) dx = 1). Set a := n

M
> 0 and e−b = e

D(n)
an.

Then (150) turns into

−Q+ n− log

(
e

D(n)

( n

M

)n
)

≥ −1 .
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In turn, the latter is equivalent to

n− n logn+ logD(n)+ n logM ≥ Q.

Exponentiating the latter inequality we conclude M ≥ c(n)e
Q/n for some positive

constant c(n), which is precisely inequality (137).

5.4 Energy, Entropy and Moment Bounds

In this section we prove Proposition 54.

Proof (Proof of the energy estimate (128)) We differentiate E and compute

E′(t) = 2
∫

T (x, t)∂tT (t, x) dx = 2
∫

T (x, t)∂j (Aij (x, t)∂iT (x, t)) dx

= −2
∫

∂jT (x, t)Aij (x, t)∂j T (x, t) dx ≤ −2λ−1
∫

|∇T (x, t)|2 dx

(135)≤ −C

(∫

|T (x, t)|2 dx
)1+2/n

= −CE1+2/n ,

where C is a positive constant depending only upon λ and n. Note moreover that in
the last line we have used

∫
T (x, t) dx = 1. Since E(t) is positive for every t > 0

we conclude that d
dt
E(t)−2/n ≥ C > 0. By Theorem 52(d), limt↓0 E(t)−1 = 0 and

thus we can integrate the differential inequality to conclude that

E(s)−2/n =
∫ s

0

d

dt
E(t)−2/n dt ≥ Cs ,

which in turn implies E(s) ≤ C1s
−n/2, where C1 depends only upon λ and n.

Proof (Proof of the uniform bound (129)) By translation invariance, from the energy
estimate we conclude

∫

|S(x, t, x̄, t̄ )|2 dx ≤ C(t − t̄ )−n/2 .

By Theorem 52(f) the above argument applies to the adjoint equation to derive also
the bound

∫

|S(x, t, x̄, t̄ )|2 dx̄ ≤ C(t − t̄ )−n/2 .
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On the other hand, using Theorem 52(e), we have

T (x, t) =
∫

S(x, t, x̄, t
2 )T (x̄,

t
2 ) dx̄ .

Using the Cauchy–Schwarz inequality, we then conclude

|T (x, t)|2 ≤ E( t2 )
∫ |S(x, t, x̄, t

2 )|2 dx̄ ≤ Ct−n . (151)

Proof (Proof of the entropy bound (130)) The L∞ bound and the monotonicity of
the logarithm gives easily

Q(t) ≥ − log ‖T (·, t)‖∞
∫

T (x, t) dx = − log ‖T (·, t)‖∞ ≥ −C + n

2
log t .

Proof (Proof of the moment bound (131)) The first ingredient is Lemma 60, which
gives M(t) ≥ CeQ(t)/n. Next, differentiating the entropy we get

Q′(t) = −
∫

(1 + log T (x, t))∂tT (x, t) dx = −
∫

(1 + log T (x, t))∂j (Aij (x, t)∂iT (x, t)) dx

=
∫

∂j log T (x, t)Aij (x, t)∂iT (x, t) dx

=
∫
(
∂j log T (x, t)Aij (x, t)∂i log T (x, t)

)
T (x, t) dx

≥ λ−1
∫

|A(x, t)∇ log T (x, t)|2T (x, t) dx .

Recall that
∫
T (x, t) dx = 1 to estimate further

Q′(t) ≥ λ−1
(∫

|A(x, t)∇ log T (x, t)|T (x, t) dx
)2

= λ−1
(∫

|A(x, t)∇T (x, t)| dx
)2

.

Whereas, differentiating the momentum:

M ′(t) =
∫

|x|∂j (Aij (x, t)∂iT (x, t)) dx = −
∫

xj

|x|Aij (x, t)∂iT (x, t) dx .

We thus conclude |M ′(t)|2 ≤ λQ′(t).
Let us summarize the inequalities relevant for the rest of the argument, namely

the entropy bound (130), Carleson’s inequality, and the one just derived:

Q(t) ≥ −C3 + n

2
log t , (152)

M(t) ≥ CeQ(t)/n , (153)

Q′(t)1/2 ≥ λ−1/2|M ′(t)| . (154)
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Recall moreover that, from Theorem 52(d), limt↓0 M(t) = 0. We thus set M(0) = 0:
this information and the three inequalities above will allow us to achieve the desired
bound.

Define nR(t) = Q(t) + C3 − n
2 log t . Observe that Q′(t) = nR′(t) + n

2t . Hence
we can use (153) and integrate (154) to achieve

c1t
1/2eR(t) ≤ M(t) ≤ c2

∫ t

0

(
1
2s + R′(s)

)1/2

ds

︸ ︷︷ ︸
=:I (t)

. (155)

Using the concavity of ξ �→ (1 + ξ)
1/2 on [−1,∞), we conclude that (1 + ξ)

1/2 ≤
1 + ξ

2 and thus

(
1
2s + R′(s)

)1/2 ≤
(

1

2s

)1/2 (

1 + 1

2
R′(s)2s

)

= (2s)−1/2 + (
s
2

)1/2
R′(s) .

Hence

I (t) ≤
∫ t

0
(2s)−1/2 ds +

∫ t

0

(
s
2

)1/2
R′(s) ds = (2t)1/2 + (

t
2

)1/2
R(t)−

∫ t

0
(8s)−1/2R(s) ds

≤ (2t)1/2 + (
t
2

)1/2
R(t) .

Inserting the latter inequality in (155) and dividing by t
1/2 we conclude that

eR(t) ≤ c3M(t)

t1/2
≤ c4

(

1 + R(t)

2

)

, (156)

where c3 and c4 are positive constants (depending only upon n and λ). Now, the
map

ρ �→ eρ − c4

(
1 + ρ

2

)

converges to ∞ for ρ ↑ ∞ and thus (156) implies that R(t) is bounded by a constant
which depends only upon λ and n. In turn, again from (156), we conclude (131).

5.5 G Bound

In this section we prove Proposition 56. We will use in an essential way the bounds
of Proposition 54, especially the moment bound.

We begin by noting the obvious effect of the normalization U(ξ, t) =
t
n/2T (t

1/2ξ, t). All the estimates of Proposition 54 turn into corresponding
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“time-independent” bounds, which we collect here:
∫

U(ξ, t) dξ = 1 , (157)

∫

|U(ξ, t)|2 dξ ≤ C , (158)

‖U(·, t)‖∞ ≤ C , (159)

C−1 ≤
∫

|ξ ||U(ξ, t)| dξ ≤ C , (160)

for some constant C depending only on λ and n.
Moreover, the parabolic equation for T transforms into the equation

2t∂tU(ξ, t) = nU(ξ, t) + ξi∂iU(ξ, t) + 2∂j (Aij (t
1/2ξ, t)∂iU(ξ, t)) , (161)

and observe that the “rescaled” coefficients Āij (ξ, t) := Aij (t
1/2ξ, t) satisfy the

same ellipticity condition as Aij , namely λ−1|v|2 ≤ Āij vivj ≤ λ|v|2.
Differentiating (132) we achieve

2tG′
δ(t) =

∫

e−|ξ |2 2t∂tU(ξ, t)

U(ξ, t) + δ
dξ

(161)= n

∫

e−|ξ |2 U(ξ, t)

U(ξ, t) + δ
dξ

︸ ︷︷ ︸
=:H1(t)≥0

+
∫

e−|ξ |2 ξ · ∇U(ξ, t)

U(ξ, t) + δ
dξ

︸ ︷︷ ︸
=:H2(t)

+ 2
∫

e−|ξ |2 ∂j (Āij (ξ, t)∂iU(ξ, t))

U(ξ, t)+ δ
dξ

︸ ︷︷ ︸
=:H3(t)

. (162)

As for H2, integrating by parts we get

H2(t) =
∫

e−|ξ |2ξ · ∇(log(U(ξ, t) + δ) dξ = −
∫

e−|ξ |2(n− 2|ξ |2) log(U(ξ, t) + δ) dξ

=− nGδ(t)+ 2
∫

e−|ξ |2 |ξ |2
(

log δ + log
(

1 + δ−1U(ξ, t)
))

dξ

≥− nGδ(t)+ 2 log δ
∫

|ξ |2e−|ξ |2 dξ ≥ −nGδ(t)+ C log δ . (163)

Finally, integrating by parts H3:

H3(t) = −2
∫

∂j

(
e−|ξ |2 (U(ξ, t)+ δ)−1

)
Āij (ξ, t)∂iU(ξ, t) dξ

= 4
∫

e−|ξ |2ξj Āij (ξ, t)
∂iU(ξ, t)

U(ξ, t)+ δ
dξ + 2

∫

e−|ξ |2 ∂jU(ξ, t)Āij (ξ, t)∂iU(ξ, t)

(U(ξ, t)+ δ)2
dξ
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= 4
∫

e−|ξ |2ξj Āij (ξ, t)∂i log(U(ξ, t)+ δ) dξ

︸ ︷︷ ︸
:=H4(t)

+ 2
∫

e−|ξ |2∂j log(U(ξ, t)+ δ)Āij (ξ, t)∂i log(U(ξ, t)+ δ) dξ

︸ ︷︷ ︸
=:H5(t)

. (164)

Note first that, by the ellipticity condition, the integrand of H5(t) is indeed
nonnegative.

Next, for each (ξ, t) consider the quadratic form A (v,w) = Āij (ξ, t)viwj . The
ellipticity condition guarantees that this is a scalar product. Hence, we have the
corresponding Cauchy–Schwarz inequality |A (v,w)|2 ≤ A (v, v)A (w,w). Using
this observation, H4(t) can be bounded by

|H4(t)| ≤ 4
∫

e−|ξ |2 (ξiĀij (ξ, t)ξj
)1/2 (

∂h log(U(ξ, t)+ δ)Āhk(ξ, t)∂k log(U(ξ, t)+ δ)
)1/2

dξ

≤ 4

(∫

e−|ξ |2ξj Āij (ξ, t)ξj dξ

)1/2

H5(t)
1/2

≤ CH5(t)
1/2 . (165)

Inserting (165), (164) and (163) in (162) we conclude the intermediate inequality

2tG′
δ(t) ≥ C log δ − nGδ(t)− CH5(t)

1/2 +H5(t) . (166)

The moment bound (160) will be used in a crucial way to prove the following

Lemma 61 There are positive constants Ḡ and c̄, both depending only upon λ and
n, such that, if δ ≤ 1 and Gδ(t) ≤ −Ḡ, then H5(t) ≥ c̄(1 −Gδ(t))

2.

We postpone the proof of the lemma after showing how Proposition 56 follows
easily from it and from the inequality (166). First of all observe that, under the
assumption that Gδ(t) ≥ −G̃ ≥ Ḡ, if the constant G̃ is chosen sufficiently large,
then H5(t) − CH5(t)

1/2 ≥ c̄2Gδ(t)
2. Hence, we conclude the existence of positive

constants G̃, c̃, C (depending only upon λ and n) such that

2tG′
δ(t) ≥ c̃Gδ(t)

2 + C log δ if Gδ(t) ≤ −G̃ and δ ≤ 1. (167)

Set therefore C5 :=
(
C+1
c̃

)1/2

and let δ0 ≤ 1 be such that

C5(− log δ0)
1/2 ≥ G̃ .

We now want to show that with these choices the estimate of Proposition 56 holds.
In fact, assume that δ ≤ δ0 and that at some point τ > 0 we have

Gδ(τ) < −C5(− log δ)1/2 .



470 C. De Lellis

By our choice of δ0 this would imply Gδ(τ) < −G̃, which in turn implies, by (167),

2τG′
δ(τ ) ≥ − log δ . (168)

In particular, there is an ε > 0 such that Gδ is increasing on the interval (τ − ε, τ ).
We then conclude that Gδ(τ − ε) < −C5(− log δ)1/2 and we can proceed further: it
can only be that Gδ < −C5(− log δ)1/2 on the whole interval (0, τ ). But then (168)
would be valid on (0, τ ) and we would conclude that

lim
τ↓0

Gδ(τ) = −∞ ,

contradicting the trivial bound Gδ > log δ.
In order to complete the proof of Proposition 56 it remains to show that

Lemma 61 holds.

Proof (Proof of Lemma 61) Observe that, by the ellipticity condition,

H5(t) ≥ 2λ−1
∫

e−|ξ |2 |∇ log(U(ξ, t)+ δ)|2 dξ . (169)

We now wish to apply Lemma 59. We set for this reason

f (ξ) := log(U(ξ, t)+δ)−π−n/2

∫

e−|ξ |2 log(U(ξ, t)+δ) dξ = log(U(ξ, t)+δ)−π−n/2Gδ(t) .

This choice achieves ∇f = ∇ log(U + δ) and
∫
e−|ξ |2f (ξ) dξ = 0. We can thus

apply Lemma 59 which, combined with (169), gives

H5(t) ≥ 4λ−1
∫

e−|ξ |2 (log(U(ξ, t)+ δ)− π−n/2Gδ(t)
)2

dξ . (170)

Consider now the following function g on the positive real axis:

g(u) := u−1(log(u+ δ)− π−n/2Gδ(t))
2 .

Since U is (strictly) positive, we have

π−n/2Gδ(t) > π−n/2 log δ
∫

e−|ξ |2dξ = log δ . (171)

Moreover g is nonnegative and vanishes only at the only positive point ū such that

log(ū+ δ) = π−n/2Gδ(t) .
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Next, differentiating g we find

g′(u) = −u−2(log(u+δ)−π−n/2Gδ(t))
2+2u−1(u+δ)−1(log(u+δ)−π−n/2Gδ(t)) .

Hence the derivative g′ vanishes at ū and at any other (positive) point um which
solves

log(u+ δ)− π−n/2Gδ(t)− 2
u

u+ δ︸ ︷︷ ︸
=:h(u)

= 0 . (172)

The function h(u) is negative for u ≤ ū and thus any solution of the equation must
be larger than ū. In fact

h(δ) = log 2 + log δ − π−n/2Gδ(t)− 1
(171)≤ log 2 − 1 < 0 .

Since δ ≤ 1, we certainly conclude that any solution um of (172) must be larger
than δ. On the other hand, differentiating h we find

h′(u) = 2u

(u+ δ)2 − 1

u+ δ
,

which is strictly positive for u ≥ δ.
We conclude that there is a unique point um > ū which satisfies (172). On the

other hand

lim
u↑∞ g(u) = 0 . (173)

Hence um must be a local maximum for g, and g is strictly decreasing on ]um,∞[.
Observe next that

logum < log(um + δ) ≤ π− n
2 Gδ(t)+ 2 .

We therefore conclude that

um < exp(2 + π− n
2 Gδ(t)) =: U0(t) .

Define

U∗(ξ, t) :=
⎧
⎨

⎩

U(ξ, t) if U(ξ, t) ≥ U0(t),

0 otherwise.
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Summarizing we can bound

H5(t) ≥ c

∫

e−|ξ |2g(U∗(ξ, t))U∗(ξ, t) dξ . (174)

Recalling (159), we have ‖U∗(·, t)‖∞ ≤ C. If we set C̄ = max{C, e3}, we have
‖U∗(·, t)‖∞ ≤ C̄ and, at the same time, C̄ ≥ e3 ≥ U0(t) ≥ um, because for Gδ(t)

we have the trivial bound

Gδ(t) ≤
∫

log(U(ξ, t) + δ) dξ ≤
∫

U(ξ, t) dξ = 1 . (175)

Using the monotonicity of g on ]um,∞[ we then infer

H5(t) ≥ c

∫

e−|ξ |2(log(C̄ + δ)− π−n/2Gδ(t))
2U∗(ξ, t) dξ , (176)

where c is a small but positive constant (depending only on λ and n) and C̄ is a
constant larger than e3, also depending only on λ and n. In particular, the trivial
bound (175) implies

log(C̄+δ)−π−n/2Gδ(t)=π−n/2
(
π

n/2 log(C̄ + δ)−Gδ(t)
) ≥ π−n/2(1−Gδ(t)) ≥ 0 ,

and we therefore conclude

H5(t) ≥ c0(1 −Gδ(t))
2
∫

e−|ξ |2U∗(ξ, t) dξ

= c0(1 −Gδ(t))
2
∫

|ξ |≥exp(2+Gδ(t))

e−|ξ |2U(ξ, t) dξ

︸ ︷︷ ︸
=:I

. (177)

Clearly, in order to complete the proof of the lemma we just need to show the
existence of positive constants Ḡ and c̄ such that

Gδ(t) ≤ −Ḡ /⇒ I ≥ c̄ .

Under the assumption Gδ(t) ≤ −Ḡ, for any μ > 0 we can write

I ≥ e−μ2
∫

μ≥|ξ |≥exp(2−Ḡ)

U(ξ, t) dξ = e−μ2
(

1−
∫

|ξ |≤exp(2−Ḡ)

U(ξ, t) dξ −
∫

|ξ |≥μ
U(ξ, t) dξ

)

.

Using (159) we have

∫

|ξ |≤exp(2−Ḡ)

U(ξ, t) dξ ≤ C(exp(2 − Ḡ))n
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for a constant C depending only on n and λ. In particular, if we choose Ḡ large
enough we can assume that the integral above is bounded by 1

4 . Next, using (160)
we get

∫

|ξ |≥μ

U(ξ, t) dξ ≤ 1

μ

∫

U(ξ, t)|ξ | dξ ≤ C

μ
.

Thus, it suffices to fix μ large enough so that the latter integral is also smaller than
1
4 . With such choice, Gδ(t) ≤ −Ḡ implies I ≥ 1

2e
−μ2

, which thus completes the
proof.

5.6 Overlap Estimate

We are now ready to prove Proposition 57. First of all we notice that, without loss
of generality, we can assume t̄ = 0. We thus consider two fundamental solutions
S(x, t, x1, 0) and S(x, t, x2, 0). Fix for the moment a positive time t and set ξi :=
xit

−1/2 and

Ui(ξ) := t
n/2S(t

1/2ξ, t, xi, 0) .

By Proposition 56 we have

∫

e−|ξ−ξi |2 log(Ui(ξ)+ δ) dξ ≥ −C5(− log δ)1/2 (178)

for all δ ≤ δ0. In particular, in the rest of this paragraph we will certainly assume
δ ≤ 1.

We then add the two inequalities above to get

∫ [
e−|ξ−ξ1 |2 log(U1(ξ)+ δ)+ e−|ξ−ξ2 |2 log(U2(ξ)+ δ)

]
dξ ≥ −2C5(− log δ)1/2 ∀δ ≤ δ0 .

(179)

Let

U+(ξ) := max{U1(ξ), U2(ξ)} ,
U−(ξ) := min{U1(ξ), U2(ξ)} ,
f+(ξ) := max{exp(−|ξ − ξ1|2), exp(−|ξ − ξ2|2)} ,
f−(ξ) := min{exp(−|ξ − ξ1|2), exp(−|ξ − ξ2|2)} .
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Recalling the elementary bound ac + bd ≤ max{a, b}max{c, d} + min{a, b}
min{c, d} we then conclude

∫
[
f+(ξ) log(U+(ξ)+ δ)+ f−(ξ) log(U−(ξ)+ δ)

]
dξ ≥ −2C5(− log δ)1/2 .

(180)

Since δ ≤ 1, we have

log(U+(ξ)+ δ) ≤ U+(ξ) ≤ U1(ξ)+ U2(ξ) ,

and consequently we can bound

∫

f+(ξ) log(U+(ξ)+ δ) dξ ≤
∫

(U1(ξ)+ U2(ξ)) dξ ≤ 2 . (181)

Next, we bound

log(U−(ξ)+ δ) = log δ + log(1 + δ−1U−(ξ)) ≤ log δ + δ−1U−(ξ) ,

and thus
∫

f−(ξ) log(U−(ξ)+ δ) dξ ≤ log δ
∫

f−(ξ) dξ + δ−1
∫

U−(ξ) dξ . (182)

Now, observe that
∫
f−(ξ) dξ is simply a functionw of |ξ1−ξ2|, which is positive

and decreasing. Thus, combining (180), (181), and (182) we achieve

∫

U−(ξ) dξ ≥ max
δ≤δ0

δ
[
−2 − w(|ξ1 − ξ2|) log δ−2C5(− log δ)1/2

]
= : φ(|ξ1 − ξ2|) .

(183)

The function φ is nonnegative and decreasing. Considering the rescaling which
defined the Ui ’s we then conclude

∫

min{S(x, t, x1, 0), S(x, t, x2, 0)} dx =
∫

U−(ξ) dξ ≥ φ

( |x1 − x2|
t1/2

)

,

(184)

Next, recall the elementary identity

|σ − τ | = σ + τ − 2 min{σ, τ } ,
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valid for every positive σ and τ . In particular, we can combine it with (184) to
conclude

1

2

∫

|S(x, t, x1, 0) − S(x, t, x2, 0)| dx = 1 −
∫

min{S(x, t, x1, 0), S(x, t, x2, 0)} dx

≤ 1 − φ

( |x1 − x2|
t1/2

)

:= ψ

( |x1 − x2|
t1/2

)

,

(185)

where ψ is a positive increasing function strictly smaller than 1 everywhere.
Observe, moreover, that with the same argument we easily achieve

1

2

∫

|S(x, t, x1, t̄)− S(x, t, x2, t̄)| dx ≤ ψ

( |x1 − x2|
(t − t̄ )1/2

)

, (186)

whenever t ≥ t̄ .
We will pass from (185) to (134) through an iterative argument. In order to

implement such argument we introduce the functions

Ta(x, t) =max{S(x, t, x1, 0)− S(x, t, x2, 0), 0} , (187)

Tb(x, t) =max{S(x, t, x2, 0)− S(x, t, x1, 0), 0} , (188)

and

A(t) :=
∫

Ta(x, t) dx =
∫

Tb(x, t) dx = 1

2

∫

|S(x, t, x1, 0)− S(x, t, x2, 0)| dx .

Note, moreover, that although we have defined A only for t > t̄ , from the first
identity in the derivation of (134) and the properties of the fundamental solution, it
is easy to see that limt↓0 A(t) = 1.

Furthermore, let T ∗
a (x, t, t̄) and T ∗

b (x, t, t̄ ) be the solutions of (120) with
respective initial data Ta(x, t̄) and Tb(x, t̄) at t . Note therefore the identities

T ∗
a (x, t, t̄) =

∫

S(x, t, y, t̄)Ta(y, t̄ ) dy =
∫

S(x, t, y, t̄ ) Ta(y, t̄ )Tb(z, t̄ )A(t̄)
−1

︸ ︷︷ ︸
=:χ(y,z,t̄ )

dy dz ,

(189)

T ∗
b (x, t, t̄) =

∫

S(x, t, z, t̄)Tb(z, t̄ ) dz =
∫

S(x, t, z, t̄ )χ(y, z, t̄) dy dz . (190)

Moreover, T ∗
a (x, t̄, t̄ )− T ∗

b (x, t̄, t̄ ) = S(x, t̄ , x1, 0)− S(x, t̄ , x2, 0) and thus

T ∗
a (x, t, t̄)− T ∗

b (x, t, t̄) = S(x, t, x1, 0)− S(x, t, x2, 0) for every t ≥ t̄ .
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We therefore conclude the inequality

|S(x, t, x1, 0)− S(x, t, x2, 0)| ≤
∫

|S(x, t, z, t̄ )− S(x, t, y, t̄)|χ(y, z, t̄ ) dy dz .
(191)

Note that, in principle, A(t, t̄) is defined for t > t̄ . On the other hand, it follows
easily from the first equality in (185), that limt↓t̄ A(t, t̄ ) = 1. Integrating (191) we
then obtain

A(t) ≤
∫

ψ

( |y − z|
(t − t̄ )1/2

)

χ(y, z, t̄) dy dz ∀t > t̄ . (192)

Observe in particular that

A(t) <

∫

χ(y, z, t̄ ) dy dz = A(t̄) . ∀t > t̄ , (193)

namely A is strictly monotone decreasing.
Let ε := φ(1) = 1−ψ(1) and define σ := 1− ε

4 . For each natural number k ≥ 1
we let tk be the first time such that A(tk) ≤ σk , if such time exists. Since

A(|x1 − x2|2) ≤ ψ(1) = 1 − ε < σ ,

we have the inequality

t1 ≤ |x1 − x2|2 . (194)

We wish to derive an iterative estimate upon tk+1 − tk .
In order to do so, we let x0 := x1+x2

2 and define the moments

Ma(t) :=
∫

|x − x0|Ta(x, t) dx , (195)

Mb(t) :=
∫

|x − x0|Tb(x, t) dx , (196)

Mk := max{Mb(tk),Ma(tk)} . (197)

Strictly speaking the moments are not defined for t = 0. However since the
functions converge to 0 as t ↓ 0, we set Ma(0) = Mb(0) = 0. Observe that

∫

|y−x0|≥2σ−kMk

Ta(y, tk) dy ≤ σk

2Mk

∫

Ta(y, tk)|y − x0| dy ≤ σk

2
.
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Moreover, an analogous estimate is valid for Tb. Since the total integral of Ta(y, tk)
(respectively Tb(z, tk)) is in fact A(tk) = σk , we conclude

∫

|y−x0|≤2σ−kMk

Ta(y) dy ≥ σk

2
, (198)

∫

|z−x0|≤2σ−kMk

Tb(z) dz ≥ σk

2
. (199)

Consider the domain Ωk := {(y, z) : |y − x0| ≤ 2σ−kMk, |z − x0| ≤ 2σ−kMk}
and its complement Ωc

k . Observe that on Ωk we have |y − z| ≤ 4σ−kMk . Thus for
t ′ > tk we can use (192) to estimate

A(t ′) ≤
∫

Ωc
k

χ(y, z, tk) dy dz + ψ
(

4σ−kMk(t
′ − tk)

−1/2
) ∫

Ωk

χ(y, z, tk) dy dz

≤
∫

χ(y, z, tk) dy dz −
[
1 − ψ

(
4σ−kMk(t

′ − tk)
−1/2

)] ∫

Ωk

χ(y, z, tk) dy dz

≤ A(tk)−
[
1 − ψ

(
4σ−kMk(t

′ − tk)
−1/2

)]
A(tk)

−1
(
σk

2

)2

= σk

[
3

4
+ 1

4
ψ
(

4σ−kMk(t
′ − tk)

−1/2
)]

. (200)

If we set

t ′ := tk + 16σ−2kM2
k ,

then

ψ
(

4σ−kMk(t
′ − tk)

−1/2
)
= ψ(1) = 1 − ε ,

and (200) gives

A(t ′) ≤ σk
(

1 − ε

4

)
= σk+1 .

We thus infer the recursive estimate

tk+1 ≤ tk + 16σ−2kM2
k . (201)

We wish next to estimate Mk . Observe that

Ta(x, t
′) = max{S(x, t ′, x1, 0)− S(x, t ′, x2, 0), 0} = max{T ∗

a (x, t
′, t)− T ∗

b (x, t
′, t), 0}

≤ T ∗
a (x, t

′, t) =
∫

S(x, t ′, y, t)Ta(y, t) dy .
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Now,

Ma(t
′) =

∫

|x − x0|Ta(x, t ′) dx ≤
∫

(|x − y| + |y − x0|)S(x, t ′, y, t)Ta(y, t) dy dx

=
∫

|y − x0|Ta(y, t) dy +
∫

Ta(y, t)

∫

|x − y|S(x, t ′, y, t) dx dy .

Using the moment bound we then infer

Ma(t
′) ≤ Ma(t)+ A(t)C4(t

′ − t)
1/2 .

This, and the analogous bound on Mb(t
′), leads to the recursive estimate

Mk+1 ≤ Mk + σk+1C4(tk+1 − tk)
1/2 ≤ Mk(1 + 4C4) .

Clearly, since t0 = 0 and M0 = Ma(t0) = Mb(t0) = |x1−x2|
2 , we have

Mk ≤ |x1 − x2|
2

(1 + C4)
k . (202)

Thus the recursive bound (201) becomes

tk+1 ≤ tk + 4|x1 − x2|2
[
σ−2(1 + C4)

2
︸ ︷︷ ︸

B

]k
. (203)

Summing (203) and taking into account that t1 ≤ |x1 − x2|2 we clearly reach

tk+1 ≤ 4|x1 − x2|2B
k+1 − 1

B − 1
≤ 4|x1 − x2|2Bk+1 , (204)

where B is a constant larger than 2 which depends only on λ and n (if B as defined
in (203) is smaller than 2, we can just enlarge it by setting it equal to 2).

We next set t0 = 0 (and recall that A(0) := limt↓0 A(t) = 1). Hence, for any
t ≥ 0 there is a unique natural number k such that

tk ≤ t < tk+1 .

We then conclude
∫

|S(x, t, x1, 0)− S(x, t, x2, 0)| dx = A(t) ≤ A(tk) ≤ σk ∀t ≥ tk . (205)

Observe on the other hand that

k + 1 ≥ −(logB)−1 log
4|x1 − x2|2

t
for all t ≥ tk .
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If we set α := −2(logB)−1 log σ , which is a positive number depending therefore
only upon λ and n, we reach the estimate

∫

|S(x, t, x1, 0)− S(x, t, x2, 0)| dx ≤ σ−14α/2

( |x1 − x2|
t1/2

)α

. (206)

This is exactly the desired estimate, and hence the proof of Proposition 57 is finally
complete.

5.7 Proof of the a Priori Estimate

First of all observe that, by Theorem 52(f), (134) can also be used to prove

∫

|S(x1, t, y, t̄ )− S(x2, t, y, t̄ )| dy ≤ C

( |x1 − x2|
(t − t̄ )1/2

)α

for all t > t̄ .

(207)

This easily gives the Hölder continuity of any solution u through Theorem 52(e):

|u(x1, t) − u(x2, t)| ≤
∫

|S(x1, t, y, 0)− S(x2, t, y, 0)||u(y, 0)| dy

≤ C‖u‖∞
( |x1 − x2|

t1/2

)α

. (208)

As for the time continuity, we use

u(x, t)− u(x, s) =
∫

S(x, t, y, s)u(y, s) dy − u(x, s)

∫

S(x, t, y, s) dy

to estimate

|u(x, s)− u(x, t)| ≤
∫

S(x, t, y, s)|u(y, s)− u(x, s)| dy

≤
∫

|y−x|≤ρ

S(x, t, y, s)|u(y, s)− u(x, s)| dy
︸ ︷︷ ︸

=I1

+
∫

|y−x|≥ρ

S(x, t, y, s)|u(y, s)− u(x, s)| dy
︸ ︷︷ ︸

=I2

, (209)



480 C. De Lellis

where ρ > 0 will be chosen later. Using (208) (and the fact that the integral of the
fundamental solution equals 1), we can estimate

I1 ≤ C‖u‖∞s−α/2ρα . (210)

For I2 we use the moment bound (131):

I2 ≤ 2ρ−1‖u‖∞
∫

|y − x|S(x, t, y, s) dy ≤ C‖u‖∞ρ−1(t − s)
1/2 . (211)

We thus get

|u(t, x)− u(s, x)| ≤ C‖u‖∞
(
ραs−α/2 + (t − s)

1/2ρ−1
)
.

Choosing ρ1+α = s
α/2(t − s)

1/2 we conclude

|u(t, x)− u(s, x)| ≤ C‖u‖∞
(
t − s

s

) α
2(1+α)

. (212)

The combination of (208) and (212) gives Theorem 51.

5.8 Proof of Nash’s Parabolic Regularity Theorem

In order to conclude Theorem 48 from Theorem 51, fix measurable coefficients Aij

satisfying Assumption 46 and a bounded distributional solution u on Rn × (0,∞).
Without loss of generality we can assume that the Aij are defined also for negative
times, for instance we can set Aij (x,−t) = Aij (x, t) for every x and every
t > 0. Next, we observe that, if ϕ is a smooth compactly supported nonnegative
convolution kernel in Rn × R, the regularized coefficients Bε

ij = Aij ∗ ϕε satisfy
Assumption 46 with the same constant λ in (121). Consider moreover a cutoff
function ψε which is nonnegative, compactly supported in B2ε−1 × (−2ε, 2ε−1),
identically equal to 1 on Bε−1 × (−ε−1, ε−1) and never larger than 1. If we set
Aε
ij = ψεBε

ij + (1 − ψε)δij , again the matrix Aε satisfies Assumption 46 with the
same λ as the matrix A. Note also that

lim
ε→0

‖Aε
ij − Aij‖L1(BR(0)×(−R,R)) = 0 for every R > 0. (213)

We now wish to construct solutions uε to the “regularized” parabolic problem

∂tu
ε = divx(A

ε∇uε) , (214)
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which converge to our fixed solution u of the limiting Eq. (120). In order to do so,
we fix a smooth mollifier χ and a family of cut-off functions βε in space. Such pair
is the “spatial analog” of the pair (ϕ,ψε) used to regularize A. For every time s we
define the regularized time-slice

ūε,s(x) := [u(·, s) ∗ χε](x)βε(x) .

By classical parabolic theory, there is a unique smooth solution uε,s of (214) on
Rn × [s,∞[ subject to the initial condition uε,s(·, s) = ūε,s : in fact this statement
follows easily from Theorem 52. Moreover, by the classical maximum principle
(cf. for instance [35]) we have

‖uε,s‖∞ ≤ ‖ūε,s‖∞ ≤ ‖u‖∞ . (215)

The key to pass from Theorems 51 to 48 is then the following lemma.

Lemma 62 For almost every s > 0, uε,s converges weakly∗ in L∞(Rn × (s,∞))

to u.

We will turn to the lemma in a moment. With its aid Theorem 48 is a trivial
corollary of Theorem 51 and of the estimate (215). Indeed the solutions uε,s will
satisfy the uniform estimate

|uε,s(x1, t1)− uε,s(x2, t2)| ≤ C‖u‖∞
[
|x1 − x2|α
(t1 − s)α/2

+
(
t2 − t1

t1 − s

) α
2(1+α)

]

, (216)

for all t2 ≥ t1 > s > 0 and all x1, x2 ∈ Rn. By the Ascoli–Arzelà Theorem
the family uε,s is precompact in C0, and up to subsequences will then converge
uniformly to a Hölder function us on any compact set K ⊂ Rn × (s,∞): by
Lemma 62 us will coincide with u for almost every s and we will thus conclude

|u(x1, t1)− u(x2, t2)| ≤ C‖u‖∞
[
|x1 − x2|α
(t1 − s)α/2

+
(
t2 − t1

t1 − s

) α
2(1+α)

]

. (217)

Letting now s go to 0 we achieve Theorem 48.

Proof (Proof of Lemma 62)
Step 1. First we will prove that (122) can in fact be upgraded to the following
stronger statement for almost every pair of times t > s:

∫

u(x, t)ϕ(x, t) dx =
∫ t

s

∫

u(x, τ )∂t ϕ(x, τ ) dx dτ −
∫ t

s

∫

∂iϕ(x, τ )Aij (x, τ )∂j u(x, τ ) dx dτ

+
∫

u(x, s)ϕ(x, s) dx ∀ϕ ∈ C∞
c (Rn × (0,∞)) . (218)
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The argument is standard, but we will include it for the reader’s convenience. In
particular we will prove that (218) holds for every pair s < t satisfying the property

lim
ε→0

1

ε

[∫ s

s−ε

∫

BR

|u(x, τ)− u(x, s)| dx dτ +
∫ t+ε

t

∫

BR

|u(x, t)− u(x, τ)| dx dτ
]

= 0

(219)

for all R > 0. By standard measure theory implies, any time that we fix R ∈ N, (219)
holds for almost every s < t .

On the other hand, to pass from (122) to (218) using (219) we just argue with the
following classical procedure:

(i) We fix a monotone χ ∈ C∞(R) which is identically 1 on ] − ∞, 0] and
identically 0 on ]1,∞[.

(ii) We test (122) with ϕ(x, τ )χ( τ−t
ε
)χ( s−τ

ε
).

(iii) We let ε go to 0.

Step 2. Next, using (215) and the weak∗ compactness of bounded sets in L∞, we
can assume the convergence of uε,s , up to subsequences, to some L∞ function us .
We wish to show that us has first-order distributional derivatives ∂ju

s which are
locally square summable. In order to do so, we borrow some ideas from [6] and
consider the function

h(x, t) := −α|x|2
t

,

where α > 0 will be chosen in a moment. We use the Eq. (214) to derive the
following equality:

∫

eh(x,t)|uε,s (x, t)|2 dx + 2
∫ t

s

∫

eh(x,τ)∂j u
ε,s(x, τ )Aε

ij (x, τ )∂i u
ε,s(x, τ ) dx dτ

=
∫ t

s

∫

eh(x,τ)
[
∂th(x, τ )|uε,s (x, τ )|2 − 2uε,s (x, τ )∂j u

ε,s (x, τ )Aε
ij (x, τ )∂i h(x, τ )

]
dx dτ

+
∫

eh(x,s)|uε,s (x, s)|2 dx . (220)

Note that, for each fixed ε the solution uε,s is smooth and all derivatives are bounded,
by standard regularity theory for linear parabolic differential equations, see for
instance [30, Sec. 7.2.3]. Thus all the integrals above are finite and the equality
above follows from usual calculus formulae.
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Now, observe that the last integral in (220) is bounded by C‖u‖2∞ for some
constant C = C(α, s). Using the ellipticity of Aε

ij we can thus estimate

∫

eh(x,t) |uε,s (x, t)|2 dx + 2λ−1
∫ t

s

∫

eh(x,τ )|∇uε,s (x, τ )|2 dx dτ

≤
∫ t

s

∫

eh(x,τ )
[
∂th(x, τ )|uε,s (x, τ )|2 + 2λ|uε,s (x, τ )||∇uε,s (x, τ )||∇h(x, τ )|

]
dx dτ

+ C‖u‖2∞ .

The weight h has the following fundamental property:

∂th = − 1

4α
|∇h|2 . (221)

Thus, it suffices to choose α small, depending only upon λ, to conclude, via Young’s
inequality,

∫

eh(x,t)|uε,s(x, t)|2 dx + 2λ−1
∫ t

s

∫

eh(x,τ )|∇uε,s(x, τ )| dx dτ

≤ λ

∫ t

s

∫

eh(x,τ )|∇uε,s(x, τ )|2 dx dτ + C‖u‖2∞ .

The latter inequality gives an upper bound on

∫ t

s

∫

eh(x,τ )|∇uε,s(x, τ )|2 dx dτ

which depends upon ‖u‖∞ and λ, but not upon ε. We thus infer a uniform bound
for ‖∇uε,s‖L2(BR(0)×(s,∞)) for every positive R. In turn such bound implies that
the partial derivatives ∂ju

s are locally square summable and that ∂j uε,s converge
(locally) weakly in L2 to ∂ju

s (again up to subsequences, which we do not label for
notational convenience).
Step 3. Passing to the limit in the weak formulation of (214) and using that the initial
data uε,s(·, s) converges (locally in L1) to u(·, s), we then infer the corresponding
of (218) for every t > s (in this case we need no restriction upon t because we know
that us converges locally uniformly!), namely, the validity of

∫

us(x, t)ϕ(x, t) dx =
∫

us(x, s)ϕ(x, s) dx +
∫ t

s

∫

us(x, τ )∂τϕ(x, τ ) dx dτ

−
∫ t

s

∫

∂iϕ(x, τ )Aij (x, τ )∂ju
s(x, τ ) dx dτ (222)
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for every test function ϕ ∈ C∞
c (Rn × (0,∞)). If we consider w := u− us we then

subtract (222) from (218) to conclude the following identity for almost every pair
t ≥ s and for every test ϕ ∈ C∞

c (Rn × (0,∞)):

∫

w(x, t)ϕ(x, t) dx =
∫ t

s

∫

w(x, τ )∂τ ϕ(x, τ ) dx dτ

−
∫ t

s

∫

∂iϕ(x, τ )Aij (x, τ )∂jw(x, τ ) dx dτ . (223)

Our goal is to use the latter integral identity, which is a weak form of (120) with
initial data w(·, s) = 0, to derive that w = 0 almost everywhere: this would imply
that u = us almost everywhere and thus complete the proof of the lemma.
Step 4. In order to carry on the above program we wish to test (223) with ϕ = ehw,
but we must face two difficulties:

(i) w is not smooth enough. Indeed the first-order partial derivatives in space are
locally square summable and pose no big difficulties, but note that in (223) there
is a term with a partial derivative in time, which for ehw is not even a summable
function.

(ii) ehw is not compactly supported in space (the assumption of being compactly
supported in time can be ignored, since all domains of integration are bounded
in time).

In order to remove these two problems we fix a cutoff function χ ∈ C∞
c (Rn) and

a compactly supported smooth kernel in space only, namely, a nonnegative γ ∈
C∞
c (Rn) with integral 1. We then consider the spatial regularization

w ∗ γε(x, τ ) =
∫

w(y, τ )γ

(
x − y

ε

)

dy ,

and define the test function ϕ := χ2ehw ∗ γε. The map x �→ w ∗ γε(x, t) is smooth
for every fixed t and moreover ‖∇(w∗γε)(·, t)‖∞ ≤ C‖w‖∞ε−1. To gain regularity
in time we can use the weak form of the equation to show that, in the sense of
distributions,

∂t (w ∗ γε) = (divx(A∇w)) ∗ γε = (Aij ∂jw) ∗ ∂iγε . (224)

Since ∂tw is locally square summable, we conclude that ∂t (w ∗ γε) is a locally
bounded measurable function and thus that w ∗ γε is locally Lipschitz in the
space-time domain Rn × (0,∞). Hence the test function ϕ := χ2ehw ∗ γε
is Lipschitz and compactly supported and, although the test function in our
definition of distributional solution is assumed to be smooth, it is easy check that,
nonetheless, (223) holds for our (possibly less regular) choice. Inserting such ϕ
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in (223), and using (224), we then achieve

∫

eh(x,t)w(x, t)w ∗ γε(x, t)χ2(x) dx

=
∫ t

s

∫

eh(x,τ )∂th(x, τ )w(x, τ )w ∗ γε(x, τ )χ2(x) dx dτ

+
∫ t

s

∫

eh(x,τ )w(x, τ )[(Aij ∂jw) ∗ ∂iγε](x, τ )χ2(x) dx dτ

︸ ︷︷ ︸
=:(I )

−
∫ t

s

∫

eh(x,τ )∂iw(x, τ )Aij (x, τ )χ(x)·

· [∂jw ∗ γε(x, τ )χ(x)+w ∗ γε(x, τ )(∂jh(x, τ )χ(x)+2∂jχ(x))] dx dτ .

Next, assuming that γ is a symmetric kernel, we can use the standard identity

∫

(f ∗ γ )(x)g(x) dx =
∫

f (x)(g ∗ γ )(x) dx

to conclude

(I ) = −
∫ t

s

∫

eh(x,τ )∂jw(x, τ)Aij (x, τ)[(χ2∂iw+χ2w∂ih+2wχ∂iχ)∗γε](x, τ) dx dτ .

Letting ε go to 0 we then conclude

∫

eh(x,t)w2(x, t)χ2(x) dx

= −2
∫ t

s

∫

eh(x,τ)χ2(x)∂iw(x, τ )Aij (x, τ )∂jw(x, τ ) dx dτ

+
∫ t

s

∫

eh(x,τ)χ2(x)w2(x, τ )∂th(x, τ ) dx dτ

− 2
∫ t

s

∫

eh(x,τ)w(x, τ )χ(x)∂iw(x, τ )Aij (x, τ )(2∂jχ(x) + χ(x)∂j h(x, τ )) dx dτ .

Using now the ellipticity of Aij and (221) we achieve

∫

eh(x,t)w2(x, t)χ2(x) dx

≤ −2λ−1
∫ t

s

∫

eh(x,τ)χ2(x)|∇w(x, τ )|2 dx dτ
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− (4α)−1
∫ t

s

∫

eh(x,τ)χ2(x)w2(x, τ )|∇h(x, τ )|2 dx dτ

+ 2λ
∫ t

s

∫

eh(x,τ)|w(x, τ )||∇w(x, τ )|(χ2(x)|∇h(x, τ )| + 2|χ(x)||∇χ(x)|) dx dτ .

From the latter we recover, using Young’s inequality,

∫

eh(x,t)w2(x, t)χ2(x) dx

≤ −(4α)−1
∫ t

s

∫

eh(x,τ )χ2(x)w2(x, τ )|∇h(x, τ )|2 dx dτ

+ C(λ)

∫ t

s

∫

eh(x,τ )χ2(x)w2(x, τ )|∇h(x, τ )|2 dx dτ

+ C(λ)

∫ t

s

∫

eh(x,τ )w2(x, τ )|∇χ(x)|2 dx dτ ,

where C(λ) is a constant which only depends on λ. Hence, choosing α sufficiently
small, depending only on λ, we conclude

∫

eh(x,t)w2(x, t)χ2(x) dx ≤ C(λ)

∫ t

s

∫

eh(x,τ )w2(x, τ )|∇χ(x)|2 dx dτ .
(225)

Next, consider a cut-off function β ∈ C∞
c (B2) which is identically 1 on B1 and,

for any R > 0, set χ(x) := β( x
R
). Insert the latter in (225). Using that |∇χ(x)| ≤

CR−1 and the fact that ehw2 is integrable, when we let R ↑ ∞ we conclude

∫

eh(x,t)w2(x, t) dx ≤ 0 .

This implies that w(·, t) ≡ 0 for almost every t ≥ s and thus concludes the proof.

5.9 Proof of the De Giorgi–Nash Theorem

By standard Sobolev space theory, cf. [30, Sec. 7.2&7.3], v|B3r (z) is the unique
minimum of the energy functional

E (w) :=
∫

B3r (z)

∂iw(x)Aij (x)∂jw(x) dx (226)

among those functions w ∈ W 1,2(B3r (z)) such that w − v ∈ W
1,2
0 (B3r (z)). If we

first extend A and v and we then regularize them by convolution to Aε and vε , we
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can consider the corresponding solutions of the regularized elliptic equations, using
the same arguments of the last section (a proof of the regularity of the solution
can be found, for instance, in [30, Sec. 6.3]. By the maximum principle (cf. again
[30, Sec. 6.4]), we will have ‖vε‖∞ ≤ ‖v‖∞ and vε will be a minimizer of
the corresponding regularized energy functional. Since ‖vε‖W 1,2(B3r (z))

would be
uniformly bounded, we can assume, after extraction of a convergent subsequence,
that vε converges weakly in W 1,2(B3r (z)) to some v̄, which in turn is a distributional
solution of (124) subject to the constraint v̄−v ∈ W

1,2
0 (B3r (z)). As such, v̄ must be a

minimizer of the same variational problem as v|B3r (z), which we already know to be
unique. Thus v̄ = v|B3r (z) and so it suffices to prove Theorem 50 under the a priori
assumption that A and v are smooth. Moreover, by rescaling v to v̄(x) := v(rx+z),
we can assume that r = 1 and z = 0.

Under these additional assumptions, we can consider v(x, t) := v(x) as a
stationary smooth solution of the parabolic problem

∂tu(x, t) = ∂j (Aij (x)∂iu(x, t)) (227)

on C3 := B3×(0,∞). Theorem 50 is then a simple corollary of Theorem 51 and the
following proposition, which is a direct outcome of the theory developed by Nash.

Proposition 63 (L∞ estimate for the initial-boundary value problem) There is
a constant C depending only upon n and λ with the following property. Assume that
Aij (x, t) satisfies the assumptions of Theorem 51 and w : B2 × [0,∞[→ R is a
smooth bounded solution of (120) with w(x, 0) = 0 for every x. Then

‖w(·, t)‖L∞(B1) ≤ C‖w‖∞t
1/2 . (228)

With Proposition 63 at hand, it is easy to conclude Theorem 50. Indeed, multiply
v by a smooth cut-off function ϕ ∈ C∞

c (B3) taking values in [0, 1] and identically
1 on B2. Extend ϕv smoothly on Rn by setting it equal to 0 on Rn \B3. Let z be the
solution on Rn × [0,∞) of (227) with z(·, 0) = ϕv. Note that ‖z‖∞ ≤ ‖v‖∞ by
the maximum principle. We can apply Proposition 63 to w(·, t) := z(·, t) − v(·) to
conclude

‖v − z(·, t)‖L∞(B1) ≤ 2C‖v‖∞t
1/2 . (229)

On the other hand, by Theorem 51 we have

|z(x1, t)− z(x2, t)| ≤ C‖v‖∞ |x1 − x2|α
tα/2

. (230)

In particular, for x1, x2 ∈ B1, we can combine the last two inequalities to conclude

|v(x1)− v(x2)| ≤ C‖v‖∞
(

t
1/2 + |x1 − x2|α

tα/2

)

∀t > 0 . (231)
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Choose now t
1/2+α/2 = |x1 − x2|α to conclude that

|v(x1)− v(x2)| ≤ C‖v‖∞|x1 − x2|α/(1+α) . (232)

So, to complete the proof of Theorem 51 we only need to show Proposition 63.

Proof (Proof of Proposition 63) Consider any smooth solution u of (120) in C2 :=
B̄2 × [0,∞[. The boundary values on ∂C2 determine then the solution through a
representation formula of the form

u(x, t) :=
∫

∂C2

u(ξ)ρ(x, t, ξ) dξ ,

where the integral is taken with respect to the standard surface measure on the
boundary ∂C2, cf. [35, Sec. 1.4]. If we set ξ = (y(ξ), τ (ξ)), then the kernel
ρ(x, t, ξ) satisfies the conditions

(i)
∫
ρ(x, t, ξ) dξ = 1;

(ii) ρ(x, t, ξ) ≥ 0;
(iii) ρ(x, t, ξ) = 0 if t ≤ τ (ξ).

Since the fundamental solutions S(x, t, x0, t0) with t0 < 0 are also smooth solutions
of the parabolic equation in the cylinder C2, we reach the identity

S(x, t, x0, t0) =
∫

∂C2

S(y(ξ), τ (ξ), x0, t0)ρ(x, t, ξ) dξ . (233)

Multiplying by |x − x0| and integrating we then have

∫

|x − x0|S(x, t, x0, t0) dx0 =
∫ ∫

∂C2

|x − x0|S(y(ξ), τ(ξ ), x0, t0)ρ(x, t, ξ ) dξ dx0 .

(234)

In particular, using the moment bound (131) we conclude

∫ ∫

∂C2

(|x − y(ξ)| − |x0 − y(ξ)|)S(y(ξ), τ(ξ), x0, t0)ρ(x, t, ξ) dξ dx0 ≤ C4(t − t0)
1/2 .

(235)

From the latter inequality, using again the moment bound, we achieve

∫

∂C2

|x − y(ξ)|ρ(x, t, ξ) dξ

=
∫ ∫

∂C2

|x − y(ξ)|S(y(ξ), τ (ξ), x0, t0)ρ(x, t, ξ) dξ dx0
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≤ C4(t − t0)
1/2 +

∫

∂C2

∫

|x0 − y(ξ)|S(y(ξ), τ (ξ), x0, t0) dx0 ρ(x, t, ξ) dξ

(131)≤ 2C4(t − t0)
1/2 . (236)

Letting t0 go to 0, we thus conclude

∫

∂C2

|x − y(ξ)|ρ(ξ, x, t) dξ ≤ 2C4t
1/2 . (237)

Let L := ∂C2 \B2(0)× {0} and observe that |x − y(ξ)| ≥ 2− |x| if ξ ∈ L . Thus,
using (237) and the fact that ρ ≥ 0, we conclude

2C4t
1/2 ≥

∫

L
|x − y(ξ)| ρ(x, t, ξ) dξ ≥ (2 − |x|)

∫

L
ρ(x, t, ξ) dξ . (238)

Consider now a solution w as in the proposition. Since w = 0 on B2(0) × {0}, for
any (x, t) we have

|w(x, t)| ≤
∫

L
ρ(x, t, ξ)|w(ξ)| dξ (238)≤ Ct

1/2

2 − |x|‖w‖∞ . (239)

The latter inequality for x ∈ B1(0) obviously implies (228).

6 The Other Papers in Pure Mathematics

6.1 A Path Space and Stiefel–Whitney Classes

In 1955 Whitney communicated to the Proceedings of the National Academy of
Sciences a two pages note of Nash, [74], where he gives a very direct proof of
the topological invariance of the Stiefel–Whitney classes of smooth manifolds, a
theorem proved 3 years before by Thom (cf. [98]). For the definition of Stiefel–
Whitney classes of a smooth vector bundle we refer to [64]: given a differentiable
manifold its Stiefel–Whitney classes are then the corresponding classes of the
tangent bundle and the theorem of Thom shows that such classes are a topological
invariant. In fact, Thom derived this consequence from a stronger theorem, namely
that the homotopy type of a tangent bundle as fiber space over a topological manifold
M is the same for any differentiable structure on M . Nash shows that this conclusion
can be inferred from the definition of an appropriate path space X of the topological
manifold M , where, loosely speaking, the tangent bundles can be embedded.
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Definition 64 Given a topological manifold M , X is the space of continuous
mappings γ : [0, 1] → M which do not “recross” the starting point γ (0). X is
endowed with the topology induced by uniform convergence and with a natural
projection map π : X → M defined by π(γ ) := γ (0).

Given a differentiable structure on M , we can define on its tangent bundle a
smooth Riemann tensor g and use it to “embed the tangent bundle in X” (more
precisely, we will embed the sphere bundle in X, see below). To this aim, first of all
we assume, by suitably modifying g, that

(I) any pair of points in the Riemannian manifold (M, g) with geodesic distance no
larger than 1 can be joined by a unique geodesic segment of length 1.

Hence we can consider the subset G of X consisting of those paths which are
geodesic segments with length 1 parametrized with arc-length. Of course, the sphere
bundle on M given by the tangent vectors v with unit length is isomorphic to G as
fiber bundle over M . Nash’s main observation can then be stated as follows.

Theorem 65 If (I) holds, then G is a fiber deformation retract of X, i.e., there is a
continuous map Φ : [0, 1] ×X → X such that

(a) Φ(0, γ ) = γ for every γ ∈ X;
(b) Φ(1, γ ) ∈ G for every γ ∈ X;
(c) Φ(1, η) = η for every η ∈ G;
(d) π(Φ(s, γ )) = π(γ ) for every γ ∈ X and every s ∈ [0, 1].

The proof, which Nash sketches very briefly, is an elementary exercise.

6.2 Le problème de Cauchy pour les équations différentielles
d’un fluide général

In 1962, 4 years after his last masterpiece on the continuity of solutions to parabolic
equations, Nash published a 12 pages paper in French, whose aim was to prove
the short-time existence of smooth solutions to the compressible Navier–Stokes
equations for a viscous heat-conducting fluid. More precisely he considers the
following system of five partial differential equations, in the unknowns ρ, v and
T which represent, respectively, the density, the velocity and the temperature of the
fluid and are therefore functions of the time t and the space x ∈ R3:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂tρ + divx (ρv) = 0 ,

ρ∂t vi + ρ
[
vj ∂j vi

]+ ∂ip = ∂j σij + ρFi ,

∂t T + vj ∂j T = 1
ρT ST

[
div (*∇T )+ ρ2T Sρdiv v

]+ 2η
ρT ST

S (v)ijS (v)ij + ζ
ρT ST

(div v)2 .

(240)
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In the system above23:

(i) We use Einstein’s convention on repeated indices;
(ii) The pressure p is a function of the density ρ and the temperature T ;

(iii) σij is the Cauchy stress tensor, given by the formula

σij = η
(
∂ivj + ∂jvi

)+
(
ζ − 2

3η
)

div v δij , (241)

with η and ζ (the viscosity coefficients) which are functions of ρ and T ;
(iv) F = (F1, F2, F3) is the external force acting on the fluid;
(v) *, the heat conductivity, is a function of the temperature T and the density ρ;

(vi) The entropy S is a function of ρ and T , whereas ST and Sρ are the
corresponding partial derivatives with respect to T and ρ;

(vii) S (v) is the traceless part of the symmetrized derivative of v, more precisely

S (v)ij = 1

2

[
∂ivj + ∂jvi − 2

3 div v δij

]
. (242)

The functions η, ζ, *, S and p are thus known and determined by the thermody-
namical properties of the fluid. They display a rather general behavior, although
they must obey some restrictions: we refer to the classical textbook [61] for their
physical meaning and for the derivation of the equations. In his paper Nash assumes
that all the functions η, ζ, *, p, S and ST are real analytic and positive.24

Similarly, the external force F is given. Nash considers then the Cauchy problem
for (240) in the whole threedimensional space, namely he assumes that the density,
the velocity and the pressure are known at a certain time, which without loss of
generality we can assume to be the time 0. This problem has received a lot of
attention in the last 30 years and we refer to the books [33, 63] for an account
of the latest developments in the mathematical treatment of (240).

23The first two equations are the first two equations from [77, p. 487, (1)] whereas the third should
correspond to [77, p. 488, (1c)]. The latter is derived by Nash from the third equation in [77, p. 487,
(1)], which in turn corresponds to the classical conservation law for the entropy, see, for instance,
[61, (49.5)]. The third equation of [77, p. 487, (1)] contains two typos, which disappear in [77,
p. 488, (1c)]. The latter however contains another error: Nash has η and ζ in place of η

ρT ST
and

ζ
ρT ST

, but it is easy to see that this would not be consistent with the way he describes its derivation.
Nash’s error has no real consequence for the rest of the note, since he treats the coefficients in

front of S (v)ijS (v)ij and (div v)2 as arbitrary real analytic functions of ρ and T and the same
holds for η

ρT ST
and ζ

ρT ST
under the assumption ST �= 0. The latter inequality is needed in any case

even to treat Nash’s “wrong” equation for T .
24Indeed Nash does not mention the positivity of ST , although this is certainly required by his
argument when he reduces the existence of solutions of (240) to the existence of a solutions of a
suitable parabolic system, cf. [77, (6) and (7)]: the equation in T is parabolic if and only if *

ρT ST
is positive.

I also have the impression that his argument does not really need the positivity of S and p,
although these are quite natural assumptions from the thermodynamical point of view.



492 C. De Lellis

In order to give his existence result, Nash first passes to the Lagrangian
formulation of (240) and he then eliminates the density ρ. Subsequently he shows
the existence, for a finite time, of a (sufficiently) smooth solution of the resulting
system of equations under the assumption that the initial data and the external
force are (sufficiently) smooth. In particular, he writes the system as a second-order
parabolic linear system of partial differential equations with variable coefficients,
where the latter depend upon the unknowns (it must be noted that such dependence
involves first-order spatial derivatives of the unknowns and their time integrals).
The existence result is therefore achieved through a fixed point argument, taking
advantage of classical estimates for second-order linear parabolic systems.

6.3 Analyticity of the Solutions of Implicit Function Problems
with Analytic Data

In 1966 Nash turned again one last time to the isometric embedding problem,
addressing the real analytic case. More precisely, his aim was to prove that, if in
Theorem 29 we assume that the metric g is real analytic, then there is a real analytic
isometric embedding of (Σ, g) in a sufficiently large Euclidean space. The most
important obstacle in extending the proof of [75] to the real analytic case is the
existence of a suitable smoothing operator which replaces the one in Sect. 4.4 in the
real analytic context.

In his 12 pages paper Nash gives indeed two solutions to the problem. Most of
the paper is devoted to prove the existence of a suitable (real) analytic smoothing
operator on a general compact real analytic manifold. But he also remarks that the
real analytic case of the isometric embedding problem for compact Riemannian
manifolds Σ can be reduced to the existence of real analytic isometric embeddings
for real analytic Riemannian manifolds which are tori, at the price of enlarging
the dimension of the Euclidean target: it simply suffices to take a real analytic
immersion of Σ into T2n+1 using Whitney’s theorem and then to extend the real
analytic Riemannian metric g on Σ to the whole torus (a problem which can be
solved using Cartan’s work [16]). On the other hand the existence of a suitable
regularizing analytic operator on the torus is an elementary consequence of the
Fourier series expansion.

Nash leaves the existence of real analytic embeddings for noncompact real
analytic Riemannian manifolds as open and it points out that “. . . The case of non-
compact manifolds seem to call for a non-trivial generalization of the methods”. The
noncompact case was indeed settled later by Gromov (cf. [39]).

6.4 Arc Structure of Singularities

In 1968 Nash wrote his last paper in pure mathematics. Although it was published
28 years later (see [79]), its content was promoted by Hironaka and later by
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Lejeune-Jalabert (cf. [28]): thus the content of Nash’s work became known very
much before it was finally published. Nash’s idea is to use the space of complex
analytic arcs in a complex algebraic variety as a tool to study its singularities
and in particular their resolutions (whose existence had been established only
4 years before Nash’s paper in the celebrated work of Hironaka, [48]). In his paper
he formulated a question which became known in algebraic geometry as Nash’s
problem. A complete solution of the problem has not yet been reached although a
lot of progress has been made in recent years (we refer the reader to the very recent
survey [21]).

Nash’s problem (and his ideas) are nowadays formulated for varieties (in fact,
schemes) on a general algebraically closed field of any characteristic. However [79]
is concerned with complex varieties and in this brief description we will stick to the
latter case. Take therefore a complex variety V . The space X of arcs in V is then
given by the jets of holomorphic maps x : Ω → V where Ω is an arbitrary open
subset of C containing the origin.25 An interesting case is that where W = Vs is
the set of singularities of V : X(Vs) consists of those arcs which “pass through” a
singularity. In [79] Nash realized that this space has, roughly speaking, the structure
of an “infinite dimensional complex variety” (for a precise formulation we refer to
[79, p. 32] or to [21, Th. 2.6]; see also the earlier work of Greenberg [37]) which has
finitely many irreducible components, cf. [79, Prop. 1]. Nash calls such components
arc families.

The main idea of Nash is to establish a relation between the arc families of
X(Vs) and the irreducible components of the image of Vs through a resolution of
the singularities of V . More precisely, having fixed a resolution of the singularities
V ∗ → V (namely a smooth algebraic variety V ∗ together with a proper birational
map V ∗ → V ), we can look at the components W∗

1 , . . . W
∗
L of the image W∗ of Vs

in V ∗. Nash lifts almost every arc in X(Vs) to a unique arc of X(W∗) and through
this procedure establishes the existence of an injective map from the arc families
of X(Vs) to the components of W∗, cf. [79, Prop. 2].26 As a corollary, given two
different resolutions V ∗ and V ∗∗, and the corresponding componentsW∗

1 , . . . ,W
∗
L∗ ,

W∗∗
1 , . . . ,W∗∗

L∗∗ of the preimage of Vs in V ∗ and V ∗∗, Nash establishes the existence
of a birational correspondence W∗

j → W∗∗
k between those pairs which correspond

to the same arc family (cf. [79, Cor., p. 38]).
As a consequence of his considerations, such components are essential, i.e., they

must appear in any resolution of the singularities of V . He then raised the question
whether all essential components must correspond to an arc family: this is what
algebraic geometers call, nowadays, Nash’s problem. In high dimension the answer
is known to be negative since the work [52] and it has been shown very recently

25In the modern literature it is customary to take an equivalent definition of X through formal
power series; we refer to [58] for the latter and for several important subtleties related to variants
of the Nash arc space.
26In fact, Nash claims the proposition with any algebraic subset W of V in place of Vs but, although
the proposition does hold for W = Vs , it turns out to be false for a general algebraic subset W ;
cf. [21, Ex. 3.7] for a simple explicit counterexample.
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that in fact the answer is negative already for some threedimensional varieties,
cf. [20, 56]. It must be noticed that Nash was indeed rather careful with the higher
dimensional case of his question: quoting [79, p. 31] “. . . We do not know how
complete is the representation of essential components by arc families”. However in
the twodimensional case, i.e. the case of algebraic surfaces, it is a classical fact that
there is a unique minimal resolution, namely containing only essential components,
and Nash conjectured that each essential component is indeed related to an arc
family. The conjecture has been proved only recently in [34].

Nonetheless the studies on Nash’s problem are very far from being exhausted.
Indeed the answer has been proved to be affirmative in a variety of interesting cases
(see the survey articles [21, 84]) and several mathematicians are looking for the
“correct formulation” of the question (see, for instance, [56]), possibly leading to a
complete understanding of the relations between resolutions of the singularities and
the arc space.

6.5 The Nash Blow-Up

In algebraic geometry the term “Nash blow-up” refers to a procedure with which,
roughly speaking, the singular points of an algebraic variety are replaced by all the
limits of the tangent spaces to the regular points. If X is an algebraic subvariety
of Cn of pure dimension r , the Nash blow-up is then the (closure of the) graph of
the Gauss map: more precisely, if we denote by Gr (r, n) the Grassmanian of r-
dimensional complex linear subspaces of Cn, then the Nash blow-up of X is the
closure of the set of pairs (x, TxX) ∈ C

n × Gr (r, n), where x varies among all
regular points of X and TxX denotes the tangent space to X at x. Although such
definition is given in terms of the embedding, it can be shown that in fact the
Nash blow-up of X depends only upon X. Since there is in general no canonical
ideal to blow up to realize the transformation, some authors prefer the term “Nash
modification”.

A long standing open problem is whether after a finite number of Nash blow-
ups every singular variety becomes smooth (indeed, in characteristic p the answer
is negative and one needs to state the problem in terms of “normalized Nash blow-
ups”, cf. [83]). According to [92], such question was posed by Nash to Hironaka in
a private communication in the early 1960s and the term “Nash blow-up” was first
used by Nobile a decade later in [83], where he proved that the answer to Nash’s
question is affirmative for curves in characteristic 0. Building upon the work of
Hironaka [48], Spivakovsky proved in the late 1980s that the answer is affirmative
for surfaces in characteristic 0 for the normalized Nash blow-up (cf. [92]). In general
the question of Nash is still widely open and constitutes an active area of research.

Lejeune-Jalabert noticed some years ago that the same problem was posed by
Semple a decade or so before Nash, in [90]. For this reason some authors (cf. [36,
100]) use the term “Semple–Nash modification”.
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44. W. Hao, S. Leonardi, and J. Nečas. An example of irregular solution to a nonlinear Euler-
Lagrange elliptic system with real analytic coefficients. Ann. Scuola Norm. Sup. Pisa Cl. Sci.
(4), 23(1):57–67, 1996.

45. R. Hartshorne. Algebraic geometry. Springer-Verlag, New York-Heidelberg, 1977.
46. A. Hatcher. Algebraic Topology. Cambridge University Press, Cambridge, 2002.
47. G. Herglotz. Über die Starrheit der Eiflächen. Abh. Math. Semin. Hansische Univ., 15:127–

129, 1943.
48. H. Hironaka. Resolution of singularities of an algebraic variety over a field of characteristic

zero. I, II. Ann. of Math. (2) 79 (1964), 109–203; ibid. (2), 79:205–326, 1964.
49. M. W. Hirsch. Differential Topology. Springer-Verlag, New York-Heidelberg, 1976.
50. E. Hopf. Zum analytischen Charakter der Lösungen regulärer zweidimensionaler Variation-

sprobleme. Math. Z., 30:404–413, 1929.
51. P. Isett. A Proof of Onsager’s Conjecture. Ann. Math. (2), 188:871–963, 2018.
52. S. Ishii and J. Kollár. The Nash problem on arc families of singularities. Duke Math. J.,

120(3):601–620, 2003.
53. H. Jacobowitz. Implicit function theorems and isometric embeddings. Ann. of Math. (2),

95:191–225, 1972.
54. M. Janet. Sur la possibilité de plonger un espace Riemannien donné à n dimensions dans un

espace Euclidien à n(n+1)
2 dimensions. C. R. Acad. Sci., Paris, 183:942–943, 1926.

55. Z. Jelonek. On the extension of real regular embedding. Bull. Lond. Math. Soc., 40(5):801–
806, 2008.

56. J. M. Johnson and J. Kollár. Arc spaces of cA-type singularities. J. Singul., 7:238–252, 2013.
57. A. Källén. Isometric embedding of a smooth compact manifold with a metric of low

regularity. Ark. Mat., 16(1):29–50, 1978.
58. J. Kollár and A. Némethi. Holomorphic arcs on singularities. Invent. Math., 200(1):97–147,

2015.
59. S. G. Krantz and H. R. Parks. A Primer of Real Analytic Functions. Birkhäuser Verlag, Basel,

1992.
60. N. H. Kuiper. On C1-isometric imbeddings. I, II. Nederl. Akad. Wetensch. Proc. Ser. A. 58 =

Indag. Math., 17:545–556, 683–689, 1955.
61. L. D. Landau and E. M. Lifshitz. Course of theoretical physics. Vol. 6, Fluid dynamics.

Pergamon Press, Oxford, second edition, 1987.
62. H. Lewy. On the existence of a closed convex surface realizing a given Riemannian metric.

Proc. Natl. Acad. Sci. USA, 24:104–106, 1938.
63. P.-L. Lions. Mathematical topics in fluid mechanics. Vol. 2. The Clarendon Press, Oxford

University Press, New York, 1998. Compressible models, Oxford Science Publications.
64. J. W. Milnor and J. D. Stasheff. Characteristic classes. Princeton University Press, Princeton,

N. J., 1974.
65. C. Mooney and O. Savin. Some Singular Minimizers in Low Dimensions in the Calculus of

Variations. Arch. Ration. Mech. Anal., 221(1):1–22, 2016.
66. C. B. Morrey, Jr. On the solutions of quasi-linear elliptic partial differential equations. Trans.

Am. Math. Soc., 43:126–166, 1938.
67. C. B. Morrey, Jr. Second-order elliptic systems of differential equations. In Contributions

to the theory of partial differential equations, Annals of Mathematics Studies, no. 33, pages
101–159. Princeton University Press, Princeton, N. J., 1954.

68. J. Moser. A new technique for the construction of solutions of non-linear differential
equations. Proc. Nat. Acad. Sci. USA, 47:1824–1831, 1961.

69. J. Moser. On Harnack’s theorem for elliptic differential equations. Comm. Pure Appl. Math.,
14:577–591, 1961.

70. J. Moser. A rapidly convergent iteration method and non-linear differential equations. II. Ann.
Scuola Norm. Sup. Pisa (3), 20:499–535, 1966.

71. J. Moser. A rapidly convergent iteration method and non-linear partial differential equations.
I. Ann. Scuola Norm. Sup. Pisa (3), 20:265–315, 1966.

72. J. Nash. Real algebraic manifolds. Ann. of Math. (2), 56:405–421, 1952.



498 C. De Lellis

73. J. Nash. C1 isometric imbeddings. Ann. of Math. (2), 60:383–396, 1954.
74. J. Nash. A path space and the Stiefel-Whitney classes. Proc. Nat. Acad. Sci. U.S.A., 41:320–

321, 1955.
75. J. Nash. The imbedding problem for Riemannian manifolds. Ann. of Math. (2), 63:20–63,

1956.
76. J. Nash. Continuity of solutions of parabolic and elliptic equations. Amer. J. Math., 80:931–

954, 1958.
77. J. Nash. Le problème de Cauchy pour les équations différentielles d’un fluide général. Bull.

Soc. Math. France, 90:487–497, 1962.
78. J. Nash. Analyticity of the solutions of implicit function problems with analytic data. Ann. of

Math. (2), 84:345–355, 1966.
79. J. Nash. Arc structure of singularities. Duke Math. J., 81(1):31–38 (1996), 1995.
80. J. Nash. The essential John Nash. Princeton University Press, Princeton, NJ, 2002. Edited

by H. W. Kuhn and S. Nasar.
81. L. Nirenberg. The determination of a closed convex surface having given line element.

ProQuest LLC, Ann Arbor, MI, 1949. Thesis (Ph.D.)–New York University.
82. L. Nirenberg. The Weyl and Minkowski problems in differential geometry in the large.

Comm. Pure Appl. Math., 6:337–394, 1953.
83. A. Nobile. Some properties of the Nash blowing-up. Pacific J. Math., 60(1):297–305, 1975.
84. C. Plénat and M. Spivakovsky. The Nash problem and its solution: a survey. J. Singul.,

13:229–244, 2015.
85. A. V. Pogorelov. Izgibanie vypuklyh poverhnosteı̆. Gosudarstv. Izdat. Tehn.-Teor. Lit.,

Moscow-Leningrad, 1951.
86. A. V. Pogorelov. Extrinsic geometry of convex surfaces. American Mathematical Society,

Providence, R.I., 1973.
87. W. Rudin. Principles of mathematical analysis. McGraw-Hill Book Co., New York-

Auckland-Düsseldorf, third edition, 1976.
88. L. Schläfli. Nota alla memoria del sig. Beltrami, “Sugli spazii di curvatura costante”. Annali

di Mat. (2), 5:178–193, 1871.
89. J. Schwartz. On Nash’s implicit functional theorem. Comm. Pure Appl. Math., 13:509–530,

1960.
90. J. G. Semple. Some investigations in the geometry of curve and surface elements. Proc.

London Math. Soc. (3), 4:24–49, 1954.
91. M. Shiota. Nash manifolds, volume 1269 of Lecture Notes in Mathematics. Springer-Verlag,

Berlin, 1987.
92. M. Spivakovsky. Sandwiched singularities and desingularization of surfaces by normalized

Nash transformations. Ann. of Math. (2), 131(3):411–491, 1990.
93. G. Stampacchia. Sistemi di equazioni di tipo ellittico a derivate parziali del primo ordine e

proprietà delle estremali degli integrali multipli. Ricerche Mat., 1:200–226, 1952.
94. N. Steenrod. The Topology of Fibre Bundles. Princeton Mathematical Series, vol. 14.

Princeton University Press, Princeton, N. J., 1951.
95. V. Šverák and X. Yan. A singular minimizer of a smooth strongly convex functional in three

dimensions. Calc. Var. Partial Differential Equations, 10(3):213–221, 2000.
96. V. Šverák and X. Yan. Non-Lipschitz minimizers of smooth uniformly convex functionals.

Proc. Natl. Acad. Sci. USA, 99(24):15269–15276, 2002.
97. L. Székelyhidi, Jr. The h-principle and turbulence. ICM 2014 Proceedings Volume, 2014.
98. R. Thom. Espaces fibrés en sphères et carrés de Steenrod. Ann. Sci. Ecole Norm. Sup. (3),

69:109–182, 1952.
99. A. Tognoli. Su una congettura di Nash. Ann. Scuola Norm. Sup. Pisa (3), 27:167–185, 1973.

100. L. D. Tráng and B. Teissier. On the mathematical work of Professor Heisuke Hironaka. Publ.
Res. Inst. Math. Sci., 44(2):165–177, 2008.

101. A. H. Wallace. Algebraic approximation of manifolds. Proc. London Math. Soc. (3), 7:196–
210, 1957.



The Masterpieces of John Forbes Nash Jr. 499

102. A. Weil. Foundations of Algebraic Geometry. American Mathematical Society, New York,
1946.

103. H. Weyl. Über die Bestimmung einer geschlossenen konvexen Fläche durch ihr Linienele-
ment. Zürich. Naturf. Ges. 61, 40–72, 1916.

104. J. H. C. Whitehead. On C1-complexes. Ann. of Math. (2), 41:809–824, 1940.
105. H. Whitney. Differentiable manifolds. Ann. of Math. (2), 37(3):645–680, 1936.
106. H. Whitney. The self-intersections of a smooth n-manifold in 2n-space. Ann. of Math. (2),

45:220–246, 1944.
107. S.-T. Yau. Open problems in geometry. In Differential geometry: partial differential equations

on manifolds (Los Angeles, CA, 1990), volume 54 of Proc. Sympos. Pure Math., pages 1–28.
Amer. Math. Soc., Providence, RI, 1993.



A Few of Louis Nirenberg’s Many
Contributions to the Theory of Partial
Differential Equations

Robert V. Kohn

1 Introduction

Mathematics is the language of science, and partial differential equations are a
crucial component: they provide the language we use to describe—and the tools
we use to understand—phenomena in many areas including geometry, engineering,
and physics.

Louis Nirenberg’s contributions to this field have been hugely influential. His
impact includes the solution of many important problems, and—more importantly—
the introduction of many fundamentally new ideas.

The depth, variety, and extent of his work make it difficult to synthesize. That
challenge has nevertheless been undertaken twice, by YanYan Li [50] and by Tristan
Rivière [73], with admirable success. Rather than attempt another synthesis, I shall
focus here on six specific topics:

• his early work on the Weyl and Minkowski problems;
• his results with Shmuel Agmon and Avron Douglis on elliptic regularity;
• his paper with Fritz John on functions with bounded mean oscillation;
• his work with Luis Caffarelli and me on the Navier–Stokes equations;
• his results with Haim Brezis on nonlinear elliptic equations with critical expo-

nents; and
• his work with Basilis Gidas, Wei-Ming Ni, and Henri Berestycki on the “method

of moving planes” and the “sliding method.”
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My goal is to capture—to the extent possible in a few pages—the character of these
contributions. I shall point to some related and/or subsequent work; however my
discussions are necessarily incomplete, since a comprehensive review of even one
of these topics would be a gargantuan task.

In focusing on these topics, I am necessarily omitting many important accom-
plishments; fortunately quite a few have been summarized elsewhere. For example, I
do not touch his work at the interface between PDE and several complex variables—
but these have been discussed by Joseph Kohn1 and by Simon Donaldson.2 The
articles just cited also discuss other aspects of his work, and the surveys [50, 73]
touch almost everything. Another rich source is [80], where leading researchers
discuss five of his themes in the context of recent, related work of their own.

Louis is a friend, colleague, and role model to an entire community of mathemati-
cians (myself included). A thoughtful and dedicated mentor, he has advised 46 PhD
students (starting with Walter Littman in 1956, and ending with Kanishka Perera
in 1997, according to the Mathematical Genealogy website), while also having a
formative influence on countless postdocs and collaborators. His influence has been
amplified by Louis’ outstanding ability as an expositor: he writes in a way that
invites the reader’s participation, with detailed introductions that put his work in
context and explain its main ideas. In addition to many research articles he has also
written influential survey articles, including one on elliptic theory [69] and another
on variational & topological methods [70]. His book Topics in Nonlinear Functional
Analysis, written in 1974 and reprinted in 2001 [71], is still widely used today.

A cross-cutting theme in Louis’ research is his exquisite taste in problems. One
very successful mode has been to recognize, through specific challenges, the need
for new PDE tools or estimates. His uncanny ability to identify such challenges—
and to find the required tools or estimates—has been a major driver of his impact.
The early work on the Weyl and Minkowski problems (Sect. 2) and the work
with Brezis on nonlinear elliptic equations with critical exponents (Sect. 6) are
examples of such work; additional examples include his paper with Newlander on
the integrability of almost-complex structures [65] and his introduction (with Joseph
Kohn) of the class of pseudodifferential operators [45].

A very different, also very successful mode has been to identify tools that are
clearly important, and explore their scope systematically. His work with Agmon
and Douglis on elliptic regularity (Sect. 3) and that with Gidas and Ni on the
method of moving planes (Sect. 7) have this character. Another favorite example
is his systematic treatment of interpolation inequalities (known as Gagliardo–
Nirenberg inequalities, since they were found independently by E. Gagliardo [33]
and by Nirenberg, who announced them at the 1958 International Congress of
Mathematicians and published them as Section 2 of [69]).

1Louis Nirenberg receives the National Medal of Science, Notices Amer. Math. Soc. 43(10), 1111–
1116 (1996) (includes “Nirenberg’s work in partial differential equations” by L. Caffarelli, and
“Nirenberg’s work in complex analysis” by J. J. Kohn).
2Donaldson, S.: On the work of Louis Nirenberg. Notices Amer. Math. Soc. 58(3), 469–472 (2011).
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But this tidy framework is too narrow to accommodate all Louis’ work. In
particular, he has always loved puzzles—especially ones involving estimates or
inequalities—and this has led to many successful collaborations. The work with
Fritz John on functions of bounded mean oscillation (Sect. 4) is, in my view, an
example of that type.

Louis’ vision, leadership, and accomplishments have been recognized by many
awards over the years; being selective, the list includes (besides the 2015 Abel Prize)
the 1959 Bôcher prize, the 1982 Crafoord Prize, the 1994 Leroy P. Steele Prize for
Lifetime Achievement, the 1995 National Medal of Science, and the 2010 Chern
Medal.

His stature has led to many interviews3 as well as video available at the Simons
Foundation’s Science Lives site.4 These delightful resources capture (among other
things) Louis’ engaging wit, generosity, and taste.

2 The Weyl Problem, the Minkowski Problem, and Fully
Nonlinear PDE in Two Space Dimensions

Nirenberg’s PhD thesis, completed in 1949, was entitled The determination of a
closed convex surface having given line element [66]. The corresponding papers,
published in 1953, are entitled The Weyl and Minkowski problems in differential
geometry in the large and On nonlinear elliptic partial differential equations and
Hölder continuity [67, 68]. This work proved two long-standing conjectures in
differential geometry, and fundamentally advanced our understanding of fully-
nonlinear PDE in two space dimensions. Not many PhD theses achieve so much!

The environment in which he did this work was rather unusual. The research
group established at New York University by Richard Courant was still very small;
its leaders (besides Courant) were Kurt Friedrichs, James J. Stoker and Fritz John
(who arrived in 1946, shortly after Nirenberg’s arrival as a graduate student).
Government funding permitted substantial expansion after the war, and Courant and
his colleagues had a remarkable eye for talent. As a result, Nirenberg’s fellow PhD
students were a truly remarkable group—including Avron Douglis, Harold Grad,
Eugene Isaacson, Joseph Keller, Martin Kruskal, Peter Lax, and Cathleen Morawetz.
(It was also a relatively large group: according to the Mathematical Genealogy
website, NYU granted 37 mathematics PhD’s in the four-year period 1948–1951.)

3Interview with Louis Nirenberg, interviewed by A. Jackson. Notices Amer. Math. Soc. 49(4),
441–449 (2002), and Interview with Louis Nirenberg, interviewed by M. Raussen and C. Skau.
Newsletter of the European Mathematical Society, Dec 2015, 33–38; reprinted in Notices Amer.
Math. Soc. 63(2), 135–140 (2016).
4Louis Nirenberg, interviewed by Jalal Shatah, on the Simons Foundation’s Science Lives website
https://www.simonsfoundation.org/2014/04/21/louis-nirenberg/. (Accessed 8 March 2018).

https://www.simonsfoundation.org/2014/04/21/louis-nirenberg/
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His thesis work provides an outstanding example of how specific challenges can
lead to the development of fundamentally new tools. The challenges, in this case,
were the Weyl and Minkowski problems—two easy-to-believe conjectures about
two-dimensional surfaces in three-dimensional space, which had been open for
many years. A framework for viewing them as nonlinear PDE problems was already
well-established, and Hans Lewy had used it to obtain solutions when the data are
analytic [48, 49]. But the analytic category is very rigid! Each problem’s natural
formulation involves data that are a few times differentiable. Solving the problems
in that setting required a new a priori estimate for fully-nonlinear PDE in two space
dimensions. Nirenberg’s fundamental contribution was to obtain that estimate.

The crucial estimate says that if u solves a PDE of the form F(D2u,Du, u, x) =
0 in a two-dimensional domain,

(i) u,Du, and D2u are continuous, with L∞ norm at most K , and
(ii) the equation is elliptic with a positive ellipticity bound λ,

then in any subdomain D2u is actually Hölder continuous (with a uniform bound
depending only on K , λ, the C1 norm of F , and the choice of subdomain). The
key point, of course, is that while D2u was only assumed to be bounded and
continuous, the PDE assures that it is significantly better: Hölder continuous. Higher
regularity follows by differentiating the equation and using linear PDE estimates
(provided the regularity of F permits). Nirenberg’s proof of this regularity theorem
was related to the theory of quasiconformal mappings, drawing inspiration from
Morrey’s proof that 2D quasiconconformal mappings with bounded distortion are
Hölder continuous [57].

As noted above, the specific challenges that led Nirenberg to consider this
regularity issue were questions from differential geometry, raised by Weyl in 1916
and Minkowski in 1903. The Weyl problem has its roots in the fact that a convex
surface in R

3 has nonnegative Gaussian curvature. It seeks a sort of converse:

Given a Riemannian metric g on the two-dimensional sphere S2 with positive
Gaussian curvature, can it be realized by a convex two-dimensional surface in
R3? In other words, is there a map H : S2 → R3 such that ‖DH(x)v‖2

R3 =
‖v‖2

g(x)
for every x ∈ S2 and every v ∈ TxS

2?

The Minkowski problem has its roots in the fact that if M is a strictly convex surface
in R3, KM is its Gaussian curvature, and νM : M → S2 is its Gauss map (taking
x ∈ M to the outward unit normal to M at x), then (by elementary arguments) one
has

∫
S2

x

KM(ν−1
M (x))

dA = 0, where the variable of integration is x = (x1, x2, x3) ∈
S2 ⊂ R3 and the integral is with respect to surface area on S2. The Minkowski
problem seeks a sort of converse:

Given a positive function K on S2 satisfying
∫
S2

x
K(x)

dA = 0, is there a strictly

convex surface M such that K(x) = KM(ν−1
M (x))?

The suggestion to look at these problems came from James Stoker. This is not
surprising in view of Stoker’s longstanding interest in differential geometry (in fact,
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Stoker gave a new, simple proof in 1950 that a solution of the Minkowski problem
is necessarily unique [81]). However Nirenberg has said that as a PhD student he
worked most closely with Kurt Friedrichs.3

Nirenberg’s solution of each problem used what was known even then as “the
method of continuity.” Focusing (for simplicity of language) on the Weyl problem,
the method consists of

(i) showing that the given metric (call it g1) can be joined to the standard metric
(call it g0) by continuous path in the space of matrics with positive curvature
(call it gt , 0 ≤ t ≤ 1);

(ii) showing that the set of t for which gt is realizable is an open subset of [0, 1];
and

(iii) showing that the set of t for which gt is realizable is a closed subset of [0, 1].
The essence of this program was already present in Weyl’s work; in fact, his 1916
paper [84] identified the fundamental issues and obtained several key estimates,
though he lacked the PDE tools to complete the program. Nirenberg’s treatment
of (i) followed Weyl’s. The proof of (ii) required solving a degenerate system of
PDE’s; Nirenberg’s treatment used an iteration scheme, whose convergence was
proved using estimates for certain 2nd order linear PDE (this was in large part a
modern implementation of Weyl’s ideas). Weyl had reduced the proof of (iii) to the
study of a fully nonlinear PDE in two space dimensions, and he had shown that the
solution was C2, but this was not enough to conclude the argument. Nirenberg’s
regularity result—showing that the solution was actually C2,α for some α—was the
crucial ingredient permitting completion of the program.

His solution of the Minkowski problem followed a similar strategy. There, too,
the argument used the method of continuity, and relied on prior work (in this case
a 1938 paper by Lewy [49] and a 1939 paper by Miranda [56]) for identification
of a suitable PDE-based framework. The prior work had reduced the analogue of
(iii) to the study of a fully nonlinear PDE in two space dimensions, and Miranda
had shown that the solution was C2. Nirenberg’s regularity result (showing that the
solution was actually C2,α) was again the crucial ingredient permitting completion
of the program.

In 1949—the year Nirenberg completed his PhD—another solution of the Weyl
problem was published by the Soviet mathematician A.V. Pogorelov, using methods
completely different from Nirenberg’s. (Briefly: A.D. Alexandroff had shown the
existence of a sort of weak solution, obtained by taking a limit of polyhedra;
Pogorelov proved the regularity of those weak solutions.) Pogorelov also published
a solution of the Minkowski problem in 1952. A discussion of Pogorelov’s work and
its relation to Nirenberg’s can be found in the Math Reviews entry for [67], which is
MR0058265. Pogorelov too was an outstanding mathematician, who did this work
at the very beginning of his career. The independent solutions by Nirenberg and
Pogorelov provide a reminder that while Soviet mathematics was remarkably strong
in the post World War II period, communication with the West was quite limited.

In attacking the Weyl and Minkowski problems, Nirenberg was solving problems
that others had claimed before. Indeed, a 1940 paper by Caccioppoli addressed
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the Weyl problem using the method of continuity. However, as Nirenberg wrote,
in establishing point (iii) Cacciopoli “refers to previous publications on nonlinear
second order elliptic equations (see [18] for references). These papers contain
only sketches of proofs—details are not presented—and it is not clear that all the
results mentioned there are fully established.” Concerning the Minkowski problem:
Miranda’s 1939 paper [56] claimed a full solution, but it relied on Cacciopoli’s
not-fully-established results. By the time Nirenberg and Pogorelov worked on these
problems, there seems to have been a consensus that the previous “solutions” were
incomplete.

Nirenberg’s proof of C2,α regularity for solutions of fully-nonlinear elliptic
equations was limited to two space dimensions. This was sufficient for the Weyl
and Minkowski problems, since they involve two-dimensional surfaces in R3. It is
natural, however, to ask what happens in higher dimensions: is a C2 solution of
a uniformly elliptic, fully nonlinear equation F(D2u,Du, u, x) = 0 necessarily
C2,α in space dimension n ≥ 3? The answer is yes, but the proof requires methods
entirely different from those of Nirenberg’s 1953 paper. (I thank N. Nadirashvili for
input on this topic.) Briefly: if u solves such an equation, then for any i the partial
derivative v = ∂u/∂xi is a viscosity solution of the linear elliptic PDE obtained
by formally differentiating the original equation (see, e.g., Corollary 1.3.2 of [61]).

Since the leading-order term of this equation has the form
∑

akl
∂2v

∂xk∂xl
with akl(x)

continuous, the regularity theory for viscosity solutions of linear elliptic equations
is applicable, and it shows that v is C1,α for some α > 0 [19]. Interestingly, if
the condition u ∈ C2 is replaced by u ∈ C1,1 then the argument breaks and
higher regularity becomes false: a recent paper by Nadirashvili, Tkachev, and Vlăduţ
[60] identified a nonlinear elliptic PDE of the form F(D2u) = 0 in R5 with an
(explicit) viscosity solution of the form u(x) = p(x)/|x|, wherep is a homogeneous
polynomial in x of degree 3. Since u is homogeneous of degree 2, it is C2 except at
x = 0, with bounded but discontinuous second derivatives at the origin.

3 Elliptic Regularity for Boundary Value Problems: The
Agmon–Douglis–Nirenberg Estimates

The 1950s was a period of rapid development in our understanding of elliptic PDE,
and Nirenberg was a major player. The following discussion will focus on linear
PDE with variable coefficients, since this is the heart of the matter. It should be
understood, however, that these results are also crucial for the study of nonlinear
PDE (for example, permitting existence theorems to be proved using fixed-point
theorems or iteration arguments).

As background: by 1950 there was a rather comprehensive understanding of
second-order elliptic PDE for a scalar-valued unknown: a treatment involving L2-
type estimates using Hilbert space methods was presented, for example, in volume 2
of Courant and Hilbert’s Methoden der Mathematischen Physik [24], and estimates
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involving Hölder norms were established by Schauder in 1934. However a similarly
general understanding of higher-order equations and elliptic systems was not yet
available. Progress in those directions began in the early 1950s with work by Vishik
[83], Browder [15], and Gårding [34] among others. Another key development
was the work of Calderón and Zygmund on singular integral operators [22], which
provided the crucial tools needed for Lp-type estimates.

Nirenberg’s contributions in the 1950s included the following key advances:

• His 1955 paper with Avron Douglis, Interior estimates for elliptic systems of
partial differential equations [26], extended elliptic theory to a much more
general class of systems than had been considered before, obtaining Schauder-
type interior estimates involving Hölder norms. Roughly speaking, this work
identified what it should mean for a system to be elliptic. An important feature of
the definition is that the system need not be of the same order in each unknown.

• His 1959 paper with Shmuel Agmon and Avron Douglis, Estimates near
the boundary for solutions of elliptic partial differential equations satisfying
general boundary conditions. I [1], provided estimates up to the boundary,
for any elliptic boundary value problem involving a scalar-valued unknown.
This work was notable both for its scope and for its method. Concerning the
scope: while previous work provided a full understanding of problems with
Dirichlet-type boundary conditions, the 1959 paper achieved something similar
for any boundary condition satisfying the “complementing condition.” (Roughly
speaking: these are boundary conditions for which, in the homogeneous constant-
coefficient case for a half-space, separation of variables reveals that a solution
which is periodic on the boundary must decay exponentially toward the interior
of the domain.) Concerning the method: the paper’s starting point was a study
of the constant coefficient case in a half-space, obtaining an explicit solution
analogous to the Poisson kernel representation of a harmonic function. These
representations were then used to obtain estimates for the solution (up to the
boundary, even for PDE’s with variable coefficients in domains with curved
boundaries), by applying tools from potential theory and the then-recently-
developed theory of singular integral operators. This produced both estimates
of Schauder type (estimating Hölder-type norms of the solution in terms of
those of the data) and also analogous estimates of Lp-type. Related estimates
were obtained by Felix Browder, in work done independently around the same
time [16].

This ground-breaking work was done during a period of dramatic progress, to
which many others contributed. The introductions of Nirenberg’s papers are notable
not only for their transparent discussions of the papers’ methods and achievements,
but also for their richly detailed discussions of related work by others.

The 1955 paper dealt with systems but obtained only interior estimates. The 1959
paper dealt with boundary estimates but was restricted to scalar-valued unknowns. It
was of course a natural idea to combine the papers’ methods, to obtain estimates up
to the boundary for elliptic systems with general boundary conditions. Such results
were already within view by 1959: the Introduction of [1] says “In this paper we
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shall derive ‘estimates near the boundary’ for elliptic equations of arbitrary order
under general boundary conditions, not merely Dirichlet boundary conditions. We
have obtained these results for general elliptic systems, but for simplicity, we treat
here in detail the theory of a single equation for one function. Systems will be
treated in a forthcoming paper.” It took a few years to wrap things up (which is
not surprising, considering the generality of the outcome):

• Nirenberg’s 1964 paper with Shmuel Agmon and Avron Douglis, Estimates near
the boundary for solutions of elliptic partial differential equations satisfying
general boundary conditions. II [2], provided Schauder-type and Lp estimates up
to the boundary, for boundary value problems involving the full range of systems
considered in [26]. As in [1], the boundary conditions considered are essentially
the most general ones permitting such estimates. (An indirect characterization
is that for the homogeneous constant-coefficient case in a half-space, a solution
which is periodic on the boundary must decay exponentially toward the interior
of the domain; a more algebraic characterization is included in the paper. Such
boundary conditions are said to satisfy the “complementing condition.”) Like the
earlier work [1] on scalar-valued unknowns, the analysis combines a thorough
understanding of half-space problems with tools from potential theory and
singular integral operators. However the paper’s focus on general systems made
the analysis of the half-space problems quite different from what was done in [1].

It is interesting to compare the scientific style of Nirenberg’s earlier work on
the Weyl and Minkowski problems with that of the papers just discussed. One
could say that the earlier work was problem-driven, while that with Agmon and
Douglis was method-driven. Indeed, the starting point of the earlier work was to
solve the Weyl and Minkowski problems, while that of the later was to identify
the full power and scope of certain methods. And yet, upon reflection the contrast
is not so sharp: once he saw that the key to the Weyl and Minkowski problems
was a regularity theorem for a 2nd order, fully-nonlinear elliptic PDE in two space
dimensions, Nirenberg proved a rather general result of this type—capturing the
full power of his method—and explored additional applications, for example to the
existence of solutions to quasilinear PDE [68]. As for the work with Agmon and
Douglis: no specific challenge was needed, since by the 1950s the importance of a
priori estimates for elliptic equations and systems was well-established.

The Agmon–Douglis–Nirenberg estimates helped establish a sound foundation
for the theory of elliptic PDE. Since the strength of this work lies partly in its
generality, no example can capture its full importance. Let me nevertheless mention
a favorite example, namely the applicability of this theory to linear elasticity. In
the early days our understanding of elastostatics relied heavily on Korn’s inequality
(whose early proofs for traction-type boundary conditions were complicated and
relied heavily on the special form of the problem). From a modern perspective,
Korn’s inequality is not completely irrelevant—it assures us, for example, that
solutions to traction problems are unique up to rigid motions. But as far as elliptic
estimates are concerned, the equations of elastostatics are just another example of
an elliptic system to which the Agmon–Douglis–Nirenberg theory applies.
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I also have a favorite example concerning the importance of permitting elliptic
systems to be of different orders in different unknowns: if Ω is a bounded domain
in Rn, consider the generalized Stokes system

−Δui +∇ip = fi, divu = g in Ω

with boundary condition

n∑

j=1

eij (u)nj − pni = hi at ∂Ω

(using the notation eij (u) = 1
2 [∇iuj + ∇j ui]). When n = 2 or 3 and g = 0,

problems of this form arise both in elasticity (when the material is incompressible)
and in fluid dynamics (Stokes flow). The system is second-order in u and first-order
in p, but it meets the requirements of the Agmon–Douglis–Nirenberg theory.

4 Functions with Bounded Mean Oscillation

Research is unpredictable: tools and results developed in a particular context often
have impact in other contexts, leading to entirely unanticipated consequences. The
focus of this section—Nirenberg’s 1961 paper On functions of bounded mean
oscillation with Fritz John [43]—provides a fine example.

This paper addressed the question: suppose a function u has bounded mean
oscillation on a cube Q0 ⊂ Rn, in the sense that its mean oscillation on sub-cubes
is finite:

sup
Q⊂Q0

1

|Q|
∫

Q

|u− uQ| dx =: ‖u‖BMO(Q0) < ∞

(here Q ranges over cubes contained in Q0, |Q| is the volume of Q, and uQ is the
average of u on Q). Elementary examples (for example log |x|) show that u need not
be L∞, but suggest that u can be large only on very small sets. The John–Nirenberg
paper quantified this; its main result was that if ‖u‖BMO(Q0) ≤ K then

|{x : |u− uQ0 | > σ }| ≤ Be−bσ/K |Q0|

for some constants B and b depending only on the dimension n. This yields, by
elementary arguments, control of various norms of u− uQ0 ; in particular

1

|Q0|
∫

Q0

eβK
−1|u−uQ0 | dx ≤ C
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for constants β and C depending only on n, and

1

|Q0|
∫

|u− uQ0|p dx ≤ Cp,nK
p (1)

for any p < ∞. Focusing on the latter: while u− uQ0 is not uniformly of order K ,
its Lp norms are controlled for any p < ∞ as if that were the case.

The immediate motivation came from Fritz John’s work on elasticity [41].
In nonlinear elasticity the deformation of an elastic body Ω ⊂ R3 is a map
f : Ω → R3. Writing Df (x) = R(x)E(x) where R(x) is a rotation and E(x) =
[
(Df (x))TDf (x)

]1/2
, the nonlinear elastic energy controls the nonlinear strain

|E(x) − I | but not the local rotation R(x). In linear elasticity, Korn’s inequality
provides L2 control of the infinitesimal rotation in terms of the L2 norm of the
linear strain; John’s goal was a fully nonlinear analogue of this result. He found a
proof that if the nonlinear strain is uniformly small on a cube, then the BMO norm
of Df is also small:

‖E(x)− I‖L∞(Q) ≤ ε implies that ‖Df ‖BMO(Q) ≤ Cε (2)

provided ε is sufficiently small. Since E stays close to I by hypothesis, this is really
an estimate on the oscillation of R(x). Knowing Nirenberg’s analytical power—
and his love of inequalities—John drew Nirenberg into exploring the implications
of (2). This was the origin of the John–Nirenberg paper; note that (1) with p = 2
shows that R(x) stays close in L2 to its average on Q, turning (2) into the nonlinear
Korn-like inequality

1

|Q|
∫

Q

|Df − (Df )Q|2 dx ≤ C sup
x∈Q

|E(x)− I |2. (3)

It was clear from the start that their estimates on BMO functions would have
implications far beyond elasticity. Indeed the John–Nirenberg paper includes, as an
application, a new proof of a result due to M. Weiss and A. Zygmund (namely:
if G is periodic and G(x + h) + G(x − h) − 2G(x) = O

(
h/| logh|β) for some

β > 1/2 then G is the indefinite integral of some function g belonging to every Lp).
A more dramatic application was provided by Jürgen Moser in the very same issue
of Comm. Pure Appl. Math.: he used the John–Nirenberg theory to prove a Harnack
inequality for the solution of a divergence-form elliptic equation

n∑

i,j=1

∂i(aij (x)∂ju) = 0,

when the matrix-valued function aij (x) is merely L∞ and uniformly elliptic [59].
The Hölder regularity of such u was a landmark result proved in 1957 by Ennio
De Giorgi [25] and John Nash [62]. Moser had given a third proof in 1960 [58].
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Harnack’s inequality implies Hölder continuity by an elementary argument (this is
Section 5 of [59]), so Moser’s application of the John–Nirenberg estimate provided
a fourth proof of the celebrated De Giorgi–Nash–Moser regularity theorem.

A different perspective on BMO began to emerge in the mid-1960s, when J.
Peetre, S. Spanne, and E. Stein observed (independently) that while singular integral
operators (such as Riesz transforms) are not bounded linear operators on L∞(Rn),
they are bounded linear operators on BMO(Rn), the space of functions on all Rn

such that

sup
cubes Q

1

|Q|
∫

Q

|u− uQ| dx =: ‖u‖BMO(Rn) < ∞.

This was the first indication that BMO(Rn) deserved attention as a function space,
and would be the “right” substitute forL∞ in many results of harmonic analysis. The
correctness of this viewpoint became clear in the early 1970s, when C. Fefferman
showed [29, 30] that

(a) f ∈ BMO(Rn) exactly if f = g0 +∑n
j=1 Rjgj where g0, . . . gn are L∞ and

Rj is the j th Riesz transform (which acts in Fourier space as ξj /|ξ |); and
(b) BMO(Rn) is dual (using the L2 inner product) to the Hardy space H 1(Rn)

(which consists, by definition, of functions in L1 whose Riesz transforms are
also in L1).

Returning to elasticity, it is natural to ask: is the John–Nirenberg theory of any
use for the analysis of nonlinear elastic boundary value problems? A 1972 paper by
John provides an attractive answer, by proving the uniqueness of nonlinear elastic
equilibria when the boundary displacement is fixed and only deformations with
uniformly small strain are considered [42]. The idea is relatively simple: writing
the deformation as f (x) = x + u(x) and proceeding as one would for linear
elasticity (with u as the elastic displacement), one needs to show that the higher-
order terms neglected in the linear theory are truly unimportant. This is done using
a consequence of the John–Nirenberg theory slightly different from those displayed
above: if a function g has small BMO norm and average value 0 on a (nice enough)
domain Ω then

∫

Ω

|g|3 dx ≤ C‖g‖BMO(Ω)

∫

|g|2 dx.

In the proof of the uniqueness theorem, this is applied with g = Df1 −Df2 where
f1 and f2 are two uniformly-small-strain elastic equilibria.

Fritz John’s arguments required uniform bounds on the strain. This is a serious
handicap, since one rarely knows in advance that the solution of a nonlinear
elasticity problem has uniformly small strain. Forty years after the work of John
and Nirenberg, the relationship between nonlinear strain and rotation was revisited
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by G. Friesecke, R.D. James, and S. Mü [31]. They improved (3) by showing that

∫

Q

|Df − (Df )Q|2 dx ≤ C

∫

Q

|E(x)− I |2 dx, (4)

and used this estimate to explore the connection between 3D elasticity and various
plate theories [31, 32].

I started by noting the unpredictability of research progress. In 1961 John and
Nirenberg anticipated connections to elasticity (this was after all their starting
point), and they also anticipated connections to analysis (this is clear from their
new proof of the Weiss–Zygmund result). But they could not have anticipated the
deep links to harmonic analysis that emerged a decade later, and I don’t think they
anticipated that (4) would be true without assuming uniformly small strain.

5 Partial Regularity for the 3D Navier–Stokes Equations

I had the privilege of collaborating with Louis Nirenberg and Luis Caffarelli around
1981 on partial regularity for the incompressible Navier–Stokes equations. I was a
2nd-year postdoc at Courant in 1980–1981, and Luis had just joined the faculty.
It was Louis’ suggestion that we look together at Vladimir Scheffer’s work on
Navier–Stokes [75, 76], which none of us had read before. The discussions that
followed were an incredible learning experience! Their outcome was our paper
Partial Regularity of Suitable Weak Solutions of the Navier Stokes Equations [20].

The incompressible Navier–Stokes equations describe the flow of a viscous,
Newtonian fluid (such as water). Focusing for simplicity on the problem in all R3

with unit viscosity and no forcing, the equations say that the velocity u and pressure
p solve the initial value problem

ut + u · ∇u−Δu+∇p = 0 (5)

∇ · u = 0

u(x, 0) = u0(x).

For this to be adequate as a description of the fluid, there should be a unique solution
of (5) for any (sufficiently smooth) initial data u0 with suitable decay as |x| → ∞.
We still don’t know whether this is true or not. Indeed: if u0 is smooth enough (and
decays at infinity) there is a unique classical solution for a while at least, but for
large initial data we cannot rule out the development of singularities in finite time.
The solution can be continued for all time as a Leray–Hopf weak solution, but we do
not know that such weak solutions are unique. (Nonuniqueness of Leray–Hopf weak
solutions seems a real possibility, in view of recent progress including [17, 38, 40].)

The program that Scheffer began in the late 1970s seems natural in hindsight, but
at the time it was revolutionary. There was by then a well-established literature on
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the partial regularity of minimizers for problems from geometry and the calculus of
variations. It was Scheffer’s idea to study the partial regularity of weak solutions to
the Navier–Stokes equations using similar methods. His main result was that for a
suitably constructed weak solution, the singular set has 5/3-dimensional parabolic
Hausdorff measure zero in space-time. Our paper [20] obtained a similar result
with 5/3 replaced by 1. The improved result places substantial restrictions upon
the geometry of the singular set; for example, in an axisymmetric solution the
only possible location of a singularity is on the axis. (The definition of parabolic
Hausdorff measure is similar to that of ordinary Hausdorff measure, except that it
uses coverings not by balls but rather by parabolic cylinders Qr having radius r in
space and extent r2 in time.)

Can a solution with smooth initial data really develop a singularity? We still don’t
know. Leray suggested looking for self-similar singular solutions, i.e., ones of the
form

u(x, t) = (T − t)−1/2w
(
x/

√
T − t

)
, (6)

but we now know there are no such solutions with locally finite energy [63, 82].
Leray’s ansatz can be generalized by looking for a solution that remains “bounded
in similarity variables,” i.e., such that

u(x, t) = (T − t)−1/2w(y, s) where y = x/
√
T − t and s = − ln(T − t).

This leads to an autonomous evolution for w(y, s), namely

ws +w · ∇w −Δw + 1

2
w + 1

2
y · ∇w +∇q = 0, (7)

to be solved in all R3 and all sufficiently large s, with ∇ ·w = 0 and a suitable decay
condition as |y| → ∞. Leray’s proposal was to look for a stationary solution of (7),
but to give an example of a singular solution it would suffice to find any solution
of (7) that exists for all s > s0 and doesn’t decay to 0 as s → ∞. Alas, we have no
idea whether such a w exists or not.

In looking for possible examples of singular solutions, it is natural to focus on
solutions with special symmetry. Since the partial regularity theory does not rule out
an axially symmetric solution developing a singularity along its axis, considerable
attention has been devoted to the axially symmetric setting. The main result there
is that if blowup occurs, then it must be “type II” in both space and time, in the
sense that the functions (T − t)1/2|u(x, t)| and (x2

1 + x2
2)

1/2|u(x, t)| must both
be unbounded as t approaches the singular time T . Paraphrasing the first of these
estimates: in the axially symmetric setting (with symmetry around the x3 axis), if a
solution blows up at time T then its L∞ norm must grow faster than (T − t)−1/2,
and the associated solution of (7) must have ‖w‖L∞ → ∞ as s → ∞ [23, 44, 78].

Returning for a moment to Scheffer’s program, it is natural to hope for a proof
that the parabolic Hausdorff dimension of the singular set is strictly less than 1. Alas,
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it seems that this would require an entirely new approach. Indeed, Scheffer’s results
and ours rely mainly on a “generalized energy inequality” (Eq. (11) below). The
generalized energy inequality permits a nonzero forcing term f on the right-hand
side of the Navier–Stokes equation provided that u · f ≤ 0, and it permits u to be
discontinuous in time provided that |u|2 only jumps downward. Using observations
such as these, Scheffer has shown that the generalized energy inequality is consistent
with u being singular on a set of parabolic Hausdorff dimension α for any α < 1
[77]. Thus, the result of [20] seems to be more or less optimal, if the generalized
energy inequality is to be used as the main tool and parabolic Hausdorff measure is
used to measure the size of the singular set. (There are other ways to measure the
size of the singular set; for some results using “box-counting dimension” see [46]
the references cited there.)

The rest of this section provides a little more detail concerning the contributions
of [20]. The main ingredients of a partial regularity theorem are:

(a) a weak solution, with some global estimates;
(b) a result of the form “locally sufficiently small implies regular;” and
(c) a covering argument.

Concerning (a): multiplying the Navier–Stokes equation by u, integrating in space,
and integrating by parts leads formally to d

dt

∫ |u|2 dx + 2
∫ |∇u|2 dx = 0. For

Leray–Hopf weak solutions the formal argument breaks down but we have still have
an energy inequality:

∫

R3×{t}
|u|2 dx + 2

∫∫

R3×(0,t )
|∇u|2 dx dτ ≤

∫

R3
|u0|2 dx (8)

where u0 is the initial data and we focus for simplicity only on the whole-space
problem. This clearly implies

∫

R3×{t}
|u|2 dx ≤ M and

∫∫

R3×(0,t )
|∇u|2 dx dt ≤ M/2 (9)

for all t , where M = ∫
R3 |u0|2 dx is fixed by the initial data. It also implies that

∫∫

R3×(0,t )
|u|10/3 + |p|5/3 dx dτ ≤ CM5/3 (10)

for all t . (The estimate for u follows from (9) using the Gagliardo–Nirenberg

estimate
∫
R3 |u|10/3 dx ≤ C

(∫
R3 |∇u|2 dx) (∫

R3 |u|2
)2/3

and integration in time.
The estimate for p follows from that for u, since we are discussing the whole-space
problem: taking the divergence of the equation gives Δp = −∑3

i,j=1 ∇i∇j (uiuj ),

and for each i, j the singular integral operator Δ−1∇i∇j is a bounded linear map
from L5/3 to itself.)
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The energy inequality (8) is global, but partial regularity is a local matter. There-
fore we need something similar but more local—a generalized energy inequality.
For a smooth, compactly supported, scalar-valued function φ(x, t), multiplying the
Navier–Stokes equation by uφ, integrating in space, and integrating by parts leads
formally to d

dt

∫ |u|2φ dx+2
∫ |∇u|2φ dx = ∫ |u|2(φt+Δφ)+(|u|2+2p)u·∇φ dx;

for weak solutions the formal argument breaks down, but (for suitably-constructed
weak solutions) one gets the generalized energy inequality

2
∫∫

|∇u|2φ dx dt ≤
∫∫

|u|2(φt +Δφ)+ (|u|2 + 2p)u · ∇φ dx dt (11)

for smooth, compactly-supported functions φ such that φ ≥ 0.

Concerning (b): The Navier–Stokes equation has the following scale invariance: if
u(x, t) and p(x, t) solve (5) then so does

uλ(x, t) = λu(λx, λ2t), pλ(x, t) = λ2p(λx, λ2t) (12)

for any λ > 0. A result of the form “locally small implies regular” should be scale-
invariant; in other words its hypothesis should have “dimension zero” under the
convention that each spatial dimension xi has dimension 1, time t has dimension 2,
each velocity component ui has dimension −1, the pressure p has dimension −2,
and ∂/∂xi has dimension −1. Note that in this parabolic setting, a local estimate
should involve an integral over a parabolic cylinder

Qr(x0, t0) = {(x, t) : |x − x0| < r, t0 − r2 < t < t0}.

The heart of the partial regularity theory in [20] is the following “locally small
implies regular” result: there is a constant ε0 > 0 such that

lim sup
r→0

r−1
∫∫

Qr(x0,t0)

|∇u|2 dx dt < ε0 implies that u is regular at (x0, t0).

(13)

The proof makes use of a rather different “locally small implies regular” result: there
is a constant ε1 > 0 such that

r−2
∫∫

Qr(x0,t0)

|u|3 + |p|3/2 dx dt < ε1 implies that u is regular on Qr/2(x0, t0).

(14)

(This is a simplified version of Proposition 1 and Corollary 1 of [20]. The result there
was more complicated, because it was not known at the time that for the solution of
Navier–Stokes in a bounded domain the pressure was in L3/2.) The latter estimate
(and its proof) are quite close to what Scheffer had done before.
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I will not attempt to discuss the proofs of these results, except to remark
upon the relation between them: the proof of (13) in [20] proceeds by show-
ing, roughly speaking, that if r−1

∫∫
Qr(x0,t0)

|∇u|2 dx dt is small enough then

r−2
∫∫

Qr(x0,t0)
|u|3 + |p|3/2 dx dt decays as r decreases, becoming eventually less

than ε1. Alternative proofs of these “locally small implies regular” results have since
been given by others [47, 53]. A well-organized and modern exposition is available
in [74].

Concerning (c): the covering arguments used to estimate the size of the singular
set are quite standard. Using (10) and (14) one can show that the singular set has
5/3-dimensional parabolic Hausdorff measure zero. Indeed, by (14) and Hölder’s
inequality, if (x0, t0) is a singular point then for any r > 0 the parabolic cylinder Qr

centered at (x0, t0) has

r−5/3
∫∫

Qr

|u|10/3 + |p|5/3 dx dt ≥ ε′1

for some fixed positive constant ε′1. By a parabolic variant of the Vitali covering
lemma, one concludes that for any δ > 0 the singular set is contained in a union of
parabolic cylinders Qj whose radii rj < δ satisfy

∑
r

5/3
i ≤ C

∫∫

∪jQj

|u|10/3 + |p|5/3 dx dt.

As δ → 0 this shows that the singular set has Lebesgue measure 0; since ∪jQj

is contained in a δ-neighborhood of the singular set, the right hand side of the
preceding estimate tends to 0 as δ → 0. So the singular set has 5/3-dimensional
parabolic Hausdorff measure 0. (This argument is close to what Scheffer did in
[75, 76].)

The proof that the singular set has one-dimensional parabolic measure zero
proceeds similarly, except that it combines the small-implies-regular result (13) with
the global estimate on

∫∫ |∇u|2 dx dt . It estimates the one-dimensional measure
whereas the previous argument estimated the 5/3-dimensional measure, because
it relies on a global estimate for

∫∫ |∇u|2 dx dt (which has scaling dimension
1) whereas the previous argument relied on a global estimate for

∫∫ |u|10/3 +
|p|5/3 dx dt (which has scaling dimension 5/3).

Evidently, the outcome of the argument requires a suitable synergy between the
form of the small-implies-regular result and the global estimate being used. Our
paper [20] obtained additional results by considering global energy-type estimates
with weighted norms, associated with formal calculations of d

dt

∫ |u|2|x| dx +
2
∫ |∇u|2|x| dx and d

dt

∫ |u|2|x|−1 dx + 2
∫ |∇u|2|x|−1 dx. In doing so, we needed

some analogues of the Gagliardo–Nirenberg interpolation inequalities in norms
weighted by powers of |x|. Convinced that such estimates would have other uses
as well, we wrote a separate paper on this topic [21]. The estimates proved there
have indeed been used in many settings, and they have been generalized in various
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ways—for example to interpolation estimates involving weighted Hölder norms [51]
and fractional derivatives [64]. The extremals and sharp constants for these estimates
have also attracted considerable attention (see, e.g., [27, 52]).

6 Nonlinear Elliptic Equations Involving Critical Exponents

Nirenberg’s 1983 paper with Haim Brezis, Positive solutions of nonlinear elliptic
equations involving critical Sobolev exponents [14], was a landmark development
in our understanding of semilinear PDE involving critical exponents. Its focus was
the existence of solutions to

−Δu = up + f (x, u) in Ω

u > 0 in Ω (15)

u = 0 at ∂Ω

in a bounded domain Ω ⊂ Rn when n ≥ 3, p is the “critical exponent”

p = n+ 2

n− 2
,

and f (x, u) grows slower than up at infinity.
To explain the issues, it is convenient to focus on the special case f (x, u) =

a(x)u, when the PDE becomes

−Δu = up + a(x)u. (16)

A necessary condition for the existence of a positive solution is that

the first Dirichlet eigenvalue of −Δ− a is positive, (17)

as one easily verifies by multiplying (16) by the associated eigenfunction and
integrating by parts. This condition is definitely not sufficient, since by Pohozhaev’s
identity there is no solution when a(x) = 0 and Ω is star-shaped.

To understand why p = (n+2)/(n−2) is special, note that p = (n+2)/(n−2)
is equivalent to p+1 = 2n/(n−2), the exponent that appears in the scale-invariant
Sobolev inequality

‖u‖L2n/(n−2)(Ω) ≤ C‖∇u‖L2(Ω) for u ∈ H 1
0 (Ω). (18)

A key point is that bounded sequences in H 1
0 (Ω) are precompact in Lq+1 for q <

(n+2)/(n−2), but not in L2n/(n−2). This is relevant to the problem at hand because
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when the exponent is subcritical (i.e., when p is replaced by q such that 1 < q <

(n+ 2)/(n− 2)) there are straightforward variational approaches, either

(i) seeking a positive critical point of

∫

Ω

1

2
|∇u|2 − 1

q + 1
|u|q+1 − 1

2
a(x)u2 dx, (19)

or else
(ii) solving the variational problem

inf∫
Ω |u|q+1 dx=1
u=0 at ∂Ω

∫

Ω

|∇u|2 − a(x)u2 dx (20)

(for which the Euler–Lagrange equation is −Δu = a(x)u + μuq with μ

constant; the eigenvalue condition (17) assures that μ > 0, so that a well-chosen
scalar multiple of u solves (16)).

When q is subcritical approach (i) is tractable since the functional (19) satisfies
the Palais–Smale condition, and approach (ii) also works since the direct method
of the calculus of variations applies straightforwardly to (20). For the critical
exponent, however, neither approach works (at least, not straightforwardly): (i)
is dubious since the analogue of (19) doesn’t satisfy the Palais–Smale condition;
and (ii) is dubious since the constraint

∫
Ω |u|p+1 dx = 1 is not preserved under

weak convergence in H 1
0 (Ω). Moreover this is not just a technical issue, since (as

noted above) there is in fact no positive solution in a star-shaped domain when
p = (n+ 2)/(n− 2) and a(x) = 0.

The essential phenomenon here is the study of a variational problem involving
both

∫ |∇u|2 dx and
∫ |u|p+1 dx, for the special value of p where the latter is

controlled by the former but with a lack of compactness. What intrigued Brezis
and Nirenberg was the observation that the existence or nonexistence of a solution
can depend, for such problems, on the presence (and form of) “lower order terms”
such as

∫
a(x)u2 dx. This observation had already been made in a special case

by Thierry Aubin, in a 1976 paper on the Yamabe problem [4] (a problem from
geometry which is easily reduced to solving a PDE quite similar to (16) but on a
Riemannian manifold without boundary rather than a domain in R

n). Indeed it was
Aubin’s work that attracted their attention to this area.

Actually, variational problems involving a lack of compactness arise in a great
variety of settings. The work of P.L. Lions on concentration compactness [54, 55]
is a rich source of examples; in a different direction, the recent paper [35]
by Ghoussoub and Robert discusses many examples involving the existence of
extremals for Sobolev-type inequalities involving weighted norms.

The goal of the Brezis–Nirenberg paper [14] was to understand when and how
the presence of a “lower order term” permits the variational approaches (i) or (ii) to
succeed even when the exponent is critical. Their results include a rather complete
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understanding about when approach (ii)—based on a minimization analogous
to (20)—suffices to solve (16) in space dimension n ≥ 4. Focusing on this part
of the story for a moment, let

S = inf∫
Ω |u|p+1 dx=1
u=0 at ∂Ω

∫

Ω

|∇u|2 dx (21)

with p = (n+ 2)/(n− 2). (Clearly S−1/2 is the best constant for the scale-invariant
Sobolev estimate (18); the value of this constant doesn’t depend on Ω and is the
same as the best constant for the analogous scale invariant inequality in all Rn; in
particular, the value of S is known.) Now let J be the minimum value of (20) with
q replaced by p:

J = inf∫
Ω |w|p+1 dx=1
w=0 at ∂Ω

∫

Ω

|∇u|2 − a(x)u2 dx. (22)

Brezis and Nirenberg showed that when n ≥ 4 and the eigenvalue condition (17)
holds, the following are equivalent:

(a) a(x) > 0 somewhere in Ω

(b) J < S

(c) the minimum defining J is achieved.

(This statement combines several of the results in [14], following the lead of [12].)
The proofs that (b) → (c) and (c) → (a) are relatively elementary, and they
work even when n = 3. The assertion (a) → (b)—proved using a well-chosen
test function for J—is what restricts the result to n ≥ 4.

The case n = 3 is surprisingly different, and the treatment in [14] was limited to
the case when Ω is a ball and a(x) is constant. A full understanding was achieved
only in 2002 by Druet [28]; the n = 3 analogue of assertion (a) turns out to be
that g(x, x) > 0 somewhere in Ω , where g(x, y) is the regular part of the Green’s
function for −Δ− a on Ω .

I have focused thus far on approach (ii), which minimizes a suitable functional
subject to the constraint

∫
Ω |u|p+1 dx = 1. Brezis and Nirenberg also studied

approach (i), which is more useful when f (x, u) is nonlinear in u, for example
when the PDE is

−Δu = up + μuq (23)

where q < p = (n + 2)/(n − 2) and μ > 0 is constant. If p were subcritical it
would be standard to find a critical point using the mountain-pass lemma. When p is
critical, they show this still works (despite the failure of the Palais–Smale condition)
when the min-max value of the functional (the critical value, so to speak) is strictly
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less than 1
n
Sn/2. Using this result, they show (for example) that when n ≥ 4 Eq. (23)

has a positive solution for any μ > 0 and any bounded Ω .
I have already mentioned Pierre-Louis Lions’ work on concentration compact-

ness, which was roughly contemporaneous with [14]. While its focus was very
similar—namely, variational problems with a lack of compactness—its method was
rather different. Briefly: Lions focused on classifying the mechanisms by which
compactness can be lost (and developing methods for ruling them out in specific
examples), while Brezis and Nirenberg focused more sharply on a particular class
of problems. The two investigations complement each other nicely: conditions for
existence analogous to J < S show up also in Lions’ work, but Brezis and Nirenberg
achieved a more complete understanding for the particular problems they addressed.

We have thus far discussed two particular methods for finding solutions of (15).
Their failure does not necessarily imply nonexistence, as [14] makes clear by
pointing to examples (such as −Δu = up in the shell {1 < |x| < 2}). The
nonexistence theorems in [14] are mainly for star-shaped domains, proved using
Pohozhaev’s identity or something similar. The fact that −Δu = up has a positive
solution in a shell but not in a star-shaped domain suggests that the topology of Ω
might be relevant—and this was confirmed by Bahri and Coron in a 1988 paper
[5], which developed an approach to existence theorems that takes advantage of
nontrivial topology.

7 The Method of Moving Planes and the Sliding Method

Nirenberg’s 1979 paper with Basilis Gidas and Wei-Ming Ni, Symmetry and related
properties via the maximum principle [36], began the development of a powerful
and flexible toolkit for showing that the solutions of certain nonlinear elliptic PDE
respect the symmetry suggested by their boundary conditions. Their approach,
which soon became known as the method of moving planes, drew inspiration from
work by Alexandroff on problems from geometry (for which their citation was [39])
and work by Serrin on PDE’s with overdetermined boundary conditions [79]. The
essential contribution of [36] was to show that far from being a trick that solves
a few specific problems, the method of moving planes provides an intuitive and
flexible approach for proving the symmetry of positive solutions, for a broad class of
nonlinear PDE. While the 1979 paper [36] focused mainly on problems in bounded
domains, it also considered some problems in all Rn, and a followup paper [37]
obtained additional results in that setting.

The method of moving planes is particularly well-suited to the study of positive
solutions of equations of the form Δu + f (u) = 0 (as I’ll discuss in some detail
below). The introduction of [36] points briefly to the equations Δu+u(n+2)/(n−2) =
0 and Δu − u(n+2)/(n−2) = 0 in space dimension n > 2 as motivating examples,
explaining their relevance to Yang–Mills field theory and geometry. However the
paper is method-oriented not application-oriented, written with confidence that the
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method of moving planes would in due course find many applications. And indeed
it has! While a survey is beyond the scope of this article (and beyond the expertise
of this author), let me mention one recent thread. The methods of Gidas, Ni, and
Nirenberg have been extended to positive solutions of some nonlocal problems, by
considering equivalent local problems in one more space dimension; for discussion
and selected references see the segment of [80] by Xavier Cabré.

In the late 1980s Nirenberg returned to this area in a fruitful collaboration with
Henri Berestycki. Their focus was on certain nonlinear PDE’s in infinite cylinders,
whose solutions describe moving combustion fronts. In this setting, a key goal is to
prove monotonicity of the solution (with respect to the cylinder’s axial variable).
To achieve this goal, they introduced a maximum-principle-based approach to
monotonicity, known as the “sliding method,” whose spirit is similar to the method
of moving planes [8, 9].

The early 1990s saw another important development, of a methodological char-
acter. Since the method of moving planes and the sliding method rely on versions of
the maximum principle, the early papers had to exercise considerable care to be sure
the required versions of the maximum principle were true. Besides complicating
the analysis, this limited the statements of the theorems, for example by not
permitting domains with corners. However it was understood in the early 1990s that
a uniformly elliptic operator of the form Lu =∑

aij (x)∂iju+∑ bi(x)∂iu+ c(x)u

with bounded, measurable coefficients satisfies a maximum principle in a domain
Ω (Lu ≥ 0 in Ω and u ≤ 0 at ∂Ω implies u ≤ 0 in Ω) provided only that
Ω has sufficiently small measure. Nirenberg’s 1991 paper with Berestycki, On the
method of moving planes and the sliding method [10], shows how this version of the
maximum principle permits dramatic simplification of the proofs of many results,
and extends their validity to more general domains (e.g., ones with corners). (For an
expository account of these developments with much more detail than given here,
see [13].)

The preceding paragraphs are at best an incomplete survey of Nirenberg’s
work in this area. In his paper with Berestycki on problems in cylinders [9], a
subtlety quite distinct from the sliding method involves understanding the solution’s
asymptotics at ±∞; this is analyzed using Nirenberg’s 1963 results with Agmon [3]
and related results by Pazy [72]. While [9] obtains qualitative results about solutions
that are assumed to exist, a 1992 paper with Berestycki obtains rather complete
information about the existence and uniqueness of traveling fronts for cylinder
analogues of the most-studied one-dimensional models [11]. Later, Nirenberg wrote
two papers with Berestycki and Caffarelli [6, 7] applying the method of moving
planes or the sliding method to the monotonicity and symmetry of some problems
in unbounded domains.

But achieving completeness is a hopeless task. Rather, let me try to communicate
the elegant simplicity of the method of moving planes and the sliding method, by
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discussing two examples from Introduction of [10]. The first uses the method of
moving planes:

Let Ω be a bounded domain in Rn which is convex in the x1 direction and
symmetric about x1 = 0. Suppose u ∈ C(Ω) ∩ C2(Ω) solves

−Δu = f (u) in Ω

u > 0 in Ω (24)

u = 0 at ∂Ω

where f is locally Lipschitz. Then u is symmetric with respect to x1, and ∂1u < 0
for x1 > 0.

The hypothesis that u be positive is crucial; for example, when Ω is a ball
centered at 0 there are plenty of Dirichlet eigenfunctions that are not symmetric
in x1—but they are not positive. The hypothesis that Ω be convex is also crucial;
for example, when Ω is the shell {1 < |x| < 2} the equation −Δu = uq has a
non-radial positive solution with u = 0 at ∂Ω when the space dimension is n > 2
and q is below but sufficiently close to the critical value (n+ 2)/(n− 2) [14].

The following argument is general, but we visualize it in Fig. 1 by taking Ω

to be a diamond. Writing x = (x1, y) for points in Rn, let −a = infx∈Ω x1. For
−a < λ < 0 let Tλ be the hyperplane x1 = λ, let Σλ be the part of Ω where x1 is
less than λ, and observe that the function (x1, y) �→ u(2λ − x1, y) is the reflection
of u about the hyperplane Tλ. The key idea is to compare u with its reflection, by
considering the function

wλ(x1, y) = u(2λ− x1, y)− u(x1, y).

Tμ

K
λΣ

λΤ

Fig. 1 The method of moving planes, when Ω is a diamond. Left: the hyperplane Tλ and the
region Σλ (shaded); the broken line shows the boundary of the reflection of Σλ. Right: in the
argument by contradiction, the set K (shaded) occupies most of Σμ
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Since f is locally Lipschitz and u is bounded, w solves an equation of the form

−Δwλ + cλ(x)wλ = 0 (25)

in Σλ, with cλ(x) bounded. Moreoverwλ ≥ 0 on ∂Σλ (in fact, it vanishes on the part
of the boundary where x1 = λ and it is strictly positive on the part of the boundary
that belongs to ∂Ω). The main task in the method of moving planes lies in proving
that

wλ > 0 on Σλ whenever − a < λ < 0. (26)

The symmetry of u follows from (26) by elementary arguments combined with
relatively standard applications of the maximum principle (for full details see [10]
or [13]).

We now sketch the proof of (26), using the fact that the PDE (25) has a maximum
principle on a domain of sufficiently small volume. When λ is close to −a the set
Σλ is thin in the x1 direction; so the maximum principle applies and wλ > 0 in Σλ.
Now let μ ≤ 0 be the largest value such that wλ > 0 on Σλ for λ ∈ (−a,μ). If
μ = 0 we’re done, so we assume μ < 0 and seek a contradiction. By continuity
we have wμ ≥ 0 in Σμ, and it follows (using a version of the usual maximum
principle) that in fact wμ > 0 in Σμ. Now let K be a compact subset of Σμ such that
Σμ \K has small measure. Evidently wμ is bounded away from 0 on K . Therefore
(by continuity) wμ+ε is strictly positive on K when ε is sufficiently small. Since
Σμ+ε \ K has small volume, the maximum principle on sets with small volume
shows that wμ+ε > 0 on Σμ+ε . It follows that wμ+ε > 0 on the entire set Σμ+ε ,
contradicting the definition of μ. Thus μ = 0 and the argument is complete.

Turning to the sliding method: the following example is again from the Introduc-
tion of [10] (though the statement there is a bit more general).

Let Ω be a bounded domain in Rn which is convex in the x1 direction, and
assume ∂Ω contains no segment parallel to the x1 axis. Suppose u ∈ C(Ω) ∩
C2(Ω) solves

−Δu = f (u) in Ω (27)

where f is locally Lipschitz, with boundary data such that

u = φ at ∂Ω.

Assume that for any three points x ′ = (x ′1, y), x = (x1, y), x
′′ = (x ′′1 , y) with

x ′, x ′′ ∈ ∂Ω , we have

φ(x ′) ≤ u(x) ≤ φ(x ′′). (28)
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Then u is strictly monotone in x1, in the sense that

u(x1 + τ, y) > u(x1, y) when τ > 0, if (x1, y) and (x1 + τ, y) are both in Ω.

Furthermore, if f is differentiable then ∂1u > 0. Finally, u is the unique solution
of the given boundary value problem satisfying (28).

The proof uses translation rather than reflection: for τ > 0, it compares u with its
translate by τ , by considering the difference

wτ (x1, y) = u(x1 + τ, y)− u(x1, y).

This function is defined in the domain Dτ obtained by intersecting Ω with its
translation Ω − τe1. It once again solves a PDE of the form (25), and the (28)
assures that wτ ≥ 0 at ∂Dτ . The main task is to show that

wτ > 0 on Dτ for all τ > 0 such that Dτ is nonempty. (29)

The argument is parallel to that used in the first example. Briefly: when τ is large
the domain Dτ is small and the maximum principle for (25) in small domains gives
wτ > 0 on Dτ . On the other hand if wτ > 0 on Dτ for all τ > τ1 > 0, an
argument similar the one given before (relying once again on the maximum principle
for domains with small volume) shows that we also have wτ > 0 on Dτ for τ =
τ1 − ε when ε is sufficiently small.

The monotonicity of u and the other conclusions follow from (29) by elementary
arguments combined with relatively standard applications of the maximum principle
(for full details see [10]).

8 Conclusion

As indicated by my title, I have discussed just a few of Louis Nirenberg’s many
contributions. The topics I have selected are important, but many topics I have
omitted are also very important. Writing about—indeed, thinking about—Louis’
impact is truly a humbling experience. It was a great pleasure to see his contributions
recognized by the 2015 Abel Prize.
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Citation

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2016 to Sir Andrew J. Wiles, University of Oxford,

for his stunning proof of Fermat’s Last Theorem by way of the modularity conjecture for
semistable elliptic curves, opening a new era in number theory

Number theory, an old and beautiful branch of mathematics, is concerned with
the study of arithmetic properties of the integers. In its modern form the subject
is fundamentally connected to complex analysis, algebraic geometry, and repre-
sentation theory. Number theoretic results play an important role in our everyday
lives through encryption algorithms for communications, financial transactions, and
digital security. Fermat’s Last Theorem, first formulated by Pierre de Fermat in the
seventeenth century, is the assertion that the equation xn+yn = zn has no solutions
in positive integers for n > 2. Fermat proved his claim for n = 4, Leonhard Euler
found a proof for n = 3, and Sophie Germain proved the first general result that
applies to infinitely many prime exponents. Ernst Kummer’s study of the problem
unveiled several basic notions in algebraic number theory, such as ideal numbers
and the subtleties of unique factorization. The complete proof found by Andrew
Wiles relies on three further concepts in number theory, namely elliptic curves,
modular forms, and Galois representations. Elliptic curves are defined by cubic
equations in two variables. They are the natural domains of definition of the elliptic
functions introduced by Niels Henrik Abel. Modular forms are highly symmetric
analytic functions defined on the upper half of the complex plane, and naturally
factor through shapes known as modular curves. An elliptic curve is said to be
modular if it can be parametrized by a map from one of these modular curves. The
modularity conjecture, proposed by Goro Shimura, Yutaka Taniyama, and André
Weil in the 1950s and 1960s, claims that every elliptic curve defined over the
rational numbers is modular. In 1984, Gerhard Frey associated a semistable elliptic
curve to any hypothetical counterexample to Fermat’s Last Theorem, and strongly
suspected that this elliptic curve would not be modular. Frey’s non-modularity was
proven via Jean-Pierre Serre’s epsilon conjecture by Kenneth Ribet in 1986. Hence,
a proof of the Shimura–Taniyama–Weil modularity conjecture for semistable elliptic
curves would also yield a proof of Fermat’s Last Theorem. However, at the time
the modularity conjecture was widely believed to be completely inaccessible. It
was therefore a stunning advance when Andrew Wiles, in a breakthrough paper
published in 1995, introduced his modularity lifting technique and proved the
semistable case of the modularity conjecture. The modularity lifting technique of
Wiles concerns the Galois symmetries of the points of finite order in the abelian
group structure on an elliptic curve. Building upon Barry Mazur’s deformation
theory for such Galois representations, Wiles identified a numerical criterion which
ensures that modularity for points of order p can be lifted to modularity for points
of order any power of p, where p is an odd prime. This lifted modularity is then
sufficient to prove that the elliptic curve is modular. The numerical criterion was
confirmed in the semistable case by using an important companion paper written
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jointly with Richard Taylor. Theorems of Robert Langlands and Jerrold Tunnell
show that in many cases the Galois representation given by the points of order
three is modular. By an ingenious switch from one prime to another, Wiles showed
that in the remaining cases the Galois representation given by the points of order
five is modular. This completed his proof of the modularity conjecture, and thus
also of Fermat’s Last Theorem. The new ideas introduced by Wiles were crucial
to many subsequent developments, including the proof in 2001 of the general case
of the modularity conjecture by Christophe Breuil, Brian Conrad, Fred Diamond,
and Richard Taylor. As recently as 2015, Nuno Freitas, Bao V. Le Hung, and Samir
Siksek proved the analogous modularity statement over real quadratic number fields.
Few results have as rich a mathematical history and as dramatic a proof as Fermat’s
Last Theorem.



First Steps

Andrew Wiles

I was born in a college room in Cambridge so my choice of profession was perhaps
inevitable. My childhood was also spent in Cambridge except for the period from
age two to six during which we lived in Nigeria. Apparently I resisted education at
first, refusing to go to school for a whole term, but finally succumbed. Holidays then
and later were spent on the estate and farm of a wonderful school that my maternal
grandfather had created from nothing in Sussex.

My earliest memories of problem solving are not purely mathematical. My father
and I had devised a game in which we had to prove the most unlikely propositions.
For example I remember his proving that he was the pope. The last line of the proof
went ‘So I and the pope are two, and two is one, so I and the pope are one’. I can
no longer remember how he proved that two equals one, but the proof was probably
linguistic rather than mathematical. It was surely not the argument a teacher later
gave me (as a warning about induction) that all numbers were equal. For assume it
is true for any large set of n numbers. Then we will prove it for n+ 1. Consider the
first n numbers in the set. They are all equal. Similarly the last n are. So since n is
large the two sets overlap and they are all equal.

My father, although by then a theologian, had previously worked with the
codebreakers at Bletchley Park during the war and regularly did the crossword
puzzles. I joined in the easier ones, but I was drawn more to mathematical problems.
My mother had turned down a place at Cambridge to read mathematics because she
wanted to read physics, but I never enjoyed applied subjects even in mathematics.

Electronic Supplementary Material The online version of this chapter (https://doi.org/10.1007/
978-3-319-99028-6_25) contains supplementary material, which is available to authorized users.
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Beach work, early 1960’s

I enjoyed doing mathematics as far back as I can remember but the first time I
recall getting really excited was ironically due to a rather weak teacher at school.
The class would love to distract him with his stories of mountain climbing but I
was noticing patterns and discovering the excitement of new ideas. For example I
remember realizing that there was a formula for the sum of the angles in a polygon.
What worked really well with this teacher was that he never gave me any notion that
such a result might be well known.

Searching for more stimulation at the public library I found E.T. Bell’s book on
Fermat’s Last Theorem. Its yellow plastic cover told very briefly the story of the
problem and of the prize for it. I was immediately hooked. I searched around for
more information about congruences and started trying to prove it. As a twelve
and thirteen year old I had a much more inspiring teacher, Mrs Briggs. One of
her favourite lessons was to give a proof of Pythagoras’s theorem (due I believe
to Yaglom) in which she left out a crucial step. We were supposed to find the gap. I
remember finding this very difficult, more difficult than the proof itself.

In high school I was very lucky to have another teacher, Graham Townsend, who
had been a number theorist. He introduced me to some beautiful mathematics and in
particular gave me a copy of Hardy and Wright. This together with Davenport’s ‘The
higher arithmetic’ became my favourite mathematical reading. In Davenport’s book
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there is an elementary description of the class number formula for certain imaginary
quadratic fields where it can be described as the difference between a sum of non-
residues and a sum of residues. This was the first time that I was overwhelmed by
the beauty of our subject. Its allure was only increased by the fact that the proof was
analytic and at that time still beyond my reach. But I had already been fascinated
by class numbers as they were the basis of the classical approach to FLT and this
taught me the important lesson that one cannot do number theory in isolation as the
methods are drawn from many fields.

When I arrived at Oxford as an undergraduate I was still trying to prove FLT and
thought I had a solution. I told my tutor, Dominic Welsh, who was all set to arrange
for someone with some expertise to listen to me when I found the mistake. Dominic
was very supportive in my undergraduate studies and would seek out tutors that he
(or I) thought would be helpful, but the curriculum was not flexible enough to allow
more than a brief course in number theory. Nevertheless I would retreat into it when
I could. I tried to read what I found of Fermat in the library but sadly it was in Latin
and my Latin was not up to it. However in terms of real research I had to bide my
time.

Moving to Cambridge for my graduate studies I was very lucky to be assigned
John Coates as a supervisor who arrived in Cambridge just as my preliminary
course work year was over. Beginning research was like emerging into daylight.
My encounter with professional research started in the summer when attending a
conference on algebraic number theory at Durham where Coates, Iwasawa, Ribet,
Serre, Tate and others lectured. John introduced me to Iwasawa theory and after
doing some initial work on explicit reciprocity laws he was generous to let me
work with him on elliptic curves and in particular on the Birch Swinnerton-Dyer
conjecture. I loved doing research rather than attending courses and it turned into a
very successful collaboration. None had been able to prove any part of the conjecture
for more than a finite number of curves. We were able to prove one direction of the
original part of the conjecture for a natural family of rational elliptic curves E,
those with complex multiplication. The result was that if the L-function of the curve
L(E, s) did not vanish at s = 1 then the curve had only finitely many rational points.

After two years working with Coates he left Cambridge and so I moved to Har-
vard. This was more of a change than I expected and was in many ways the perfect
complement to Cambridge. At Cambridge I had been very focussed on research
and had learned what I needed as I went along. It was extremely productive but
also somewhat insular. At Harvard there was an abundance of professors, students
and visitors all talking about number theory and related fields and the atmosphere
was much more intense than anything I had encountered before. When I arrived I
started to work on Iwasawa’s main conjecture and to do this I started studying Barry
Mazur’s paper Modular Curves and the Eisenstein Ideal. This was still a preprint but
I saw that it had techniques that were stronger than those used in Ribet’s work which
I was trying to generalize. In particular I spent those two years getting familiar with
the language of modern arithmetic geometry and also, because it was the subject
of seminars and courses, with the rudiments of automorphic form theory. Prior to
going to Harvard I had not known what a modular curve was. At some point during
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this period I also had my PhD oral as I had left Cambridge too early to be allowed
to take it. Cambridge kindly appointed Barry Mazur and John Tate as my examiners
and as a consequence I had a rather relaxed and informal exam. At the end of the
two years I was able to take Ribet’s work a bit further. I then joined forces with
Mazur and in the following two years we solved Iwasawa’s conjecture.

After my Harvard experience and brief trips to Paris and Bonn I settled in
Princeton in 1982. Again it was a great centre for number theory, with Shimura,
Iwasawa, Dwork and Katz on the faculty not to speak of Deligne and Langlands at
the IAS. Although my motivation for studying Iwasawa’s conjecture at Harvard had
been to then try to prove the analogue for elliptic curves (first those with complex
multiplication) I felt that the approach that had worked for modular curves would
require some much deeper geometry than was yet available so I opted instead
for generalizing Iwasawa’s conjecture to the case of totally real fields. This was
probably a fortunate decision as the proof in the complex multiplication case when
it did come (due to Rubin) came from a quite different source, the Euler system
methods of Kolyvagin, which were introduced somewhat later. The proofs in the
general case, which did rely more on the approach of Mazur and myself, as well
as techniques from the totally real case and from the theory of Euler systems, were
not successful for many years until the work of Skinner, Urban and Kato. Moreover
it did use more sophisticated geometry as well as a much deeper understanding of
automorphic forms than I had at the time.

The Spring of 1985–1986 I spent in Paris. While I was trying to complete
my work on the Iwasawa conjecture for totally real fields there was a flurry of
excitement which had been initiated by a lecture of Frey. He had suggested a link
between the modularity conjecture for elliptic curves and Fermat’s Last Theorem.
His suggestion had been incomplete but it led to Serre formulating his conjectures
on the modularity of residual Galois representations. Perhaps surprisingly I was not
caught up in this excitement while I was in Paris as they had seemed to me to be
too optimistic. It was not until I returned from my sabbatical, in the late summer of
1986, that I learned that Ribet had actually proved a key part of them and that now
Fermat’s Last Theorem was a consequence of the modularity conjecture.

The opportunity to go back to work on elliptic curves and at the same time
being able to work on FLT was irresistible. I had no intuition how to approach
the modularity conjecture (known then as the Weil conjecture) but I quickly started
trying to prove all Galois representations of a very special type were modular using
techniques derived from the paper of Mazur I had studied at Harvard, together with
the techniques I had introduced for the Iwasawa conjecture in the totally real case.
These seemed to give a toe hold. For a while I considered only reducible residual
representations, i.e. those that would correspond to elliptic curves with an isogeny,
but after some months I realized that Langlands and Tunnell’s results on solvable
base change would give a method of studying the 3-adic representations and so of
considering all elliptic curves. A more detailed description of the work of the next
few years is given in the introduction to the paper ‘Modular Elliptic Curves and
Fermat’s Last Theorem’.
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Wedding day, Oxford, August 1988

During this period of work on FLT between 1986–1994 I was not quite the
recluse in the attic that some accounts have portrayed. I married my wife Nada
Canaan in the summer of 1988 and spent the next year in Oxford and Cambridge as
a Royal Society professor. Nada had been a doctoral student in molecular biology
at Princeton and we had met there. It was not until our honeymoon that I owned up
to being obsessed with a very old and intractable problem. Fortunately perhaps she
had never heard of it. Returning to Princeton at the end of 1989 we moved house
and then had our three daughters between 1990 and 1994. Having small children
was actually a perfect balance to working on the problem because both required a
hundred per cent of one’s attention when engaged with them.

During these early years at Harvard and Princeton I had a number of students,
some of whom became collaborators. One happy outcome of this is that they often
carried on with problems that I had left behind, or that had left me behind, but
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Cambridge, June 23. 1993. (Photo: Peter Goddard/Isaac Newton Institute)

usually working in a language close enough to mine that I could follow the progress.
Much of this has been described in Chris Skinner’s accompanying account of my
work. I am indebted to him for this essay, not only for its lucidity and scope, but
also for presenting it in a style that so perfectly reflects my own preferences.



The Mathematical Works of Andrew
Wiles

Christopher Skinner

Abstract This paper surveys the published mathematical works of Andrew Wiles
up through the time he was awarded the Abel Prize.

1 Introduction

Andrew Wiles was awarded the Abel Prize for 2016 for

his stunning proof of Fermat’s Last Theorem by way of the modularity conjecture for
semistable elliptic curves, opening a new era in number theory,

as noted in the citation by the Abel Prize Committee of the Norwegian Academy of
Science and Letters. The proof of the modularity conjecture and the final resolution
of Fermat’s Last Theorem was a towering achievement, but it stands as perhaps only
the highest pinnacle in a range of landmark theorems. As the citation for his 1989
election as a Fellow of the Royal Society reads:

Andrew Wiles is almost unique amongst number-theorists in his ability to bring to bear new
tools and new ideas on some of the most intractable problems of number theory. His finest
achievement to date has been his proof, in joint work with Mazur, of the “main conjecture”
of Iwasawa theory for cyclotomic extensions of the rational field. This work settles many of
the basic problems on cyclotomic fields which go back to Kummer, and is unquestionably
one of the major advances in number theory in our times. Earlier he did deep work on the
conjecture of Birch and Swinnerton-Dyer for elliptic curves with complex multiplication –
one offshoot of this was his proof of an unexpected and beautiful generalisation of the
classical explicit reciprocity laws of Artin–Hasse–Iwasawa. Most recently, he has made new
progress on the construction of l-adic representations attached to Hilbert modular forms,
and has applied these to prove the “main conjecture” for cyclotomic extensions of totally
real fields – again a remarkable result since none of the classical tools of cyclotomic fields
applied to these problems.
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This paper surveys the published mathematical works of Andrew Wiles up
through the time he was awarded the Abel Prize. It is an attempt to describe the
important theorems highlighted in the above citations and to also give some sense
of the new ideas and new tools Wiles introduced. Our hope is that this can serve as
both an introduction to these results as well as a brief guide to the those seeking to
navigate their proofs, especially the number-theorist or graduate student.

As noted especially in his Abel Prize citation, many of Wiles’s proofs have
significantly shaped the development of algebraic number theory. This is especially
true of his proof of the modularity of semistable elliptic curves, which opened the
door to previously unimagined progress on a host of problems related to modular
forms and automorphic forms far beyond elliptic curves and GL2 – progress that
continues unabated as this article is written (yet, all the proofs bear the clear stamp
of Wiles’s seminal ideas). To give some idea of the impact of Wiles’s work, at
the end of some of the sections we have included brief remarks about subsequent
developments. However, these only touch upon some of the highlights. To have tried
to be comprehensive would have meant writing a substantially longer article!

A reader seeking a description of Wiles’s work aimed at a broad mathematical
audience can also consult [85] and [43], which include personal reflections on the
influence of Wiles’s work by some who have worked with him and by others whose
work has followed on his.

2 Explicit Reciprocity Laws

Class field theory, the intrinsic classification of the abelian Galois extensions of
a local or global field in terms of the arithmetic of the field, is one of the great
achievements of algebraic number theory. However, both the formulation of the
reciprocity maps of class field theory and the proofs of the reciprocity laws left
open many problems and questions about making the theory explicit. For local
fields, Lubin–Tate formal groups and Lubin–Tate extensions yielded an explicit
construction of the abelian extensions that closely parallels the local case of
the Kronecker–Weber theorem (which describes all abelian extensions of Qp as
subfields of cyclotomic extensionsQp(ζn)). However, this still left open the problem
of making other aspects of the theory explicit, especially the computation of the
Hilbert symbol.

Artin, Hasse, and Iwasawa all proved some important explicit formulas for
the Hilbert symbols for cyclotomic extensions of Qp. Because of the role that
the Hilbert symbol plays in defining and proving properties of the power residue
symbol, such explicit formulas for the Hilbert symbol are often referred to as explicit
reciprocity laws.

One of Wiles’s earliest published results, proved while a graduate student at the
University of Cambridge, is a generalization of the reciprocity laws of Artin, Hasse,
and Iwasawa with Qp replaced by an arbitrary p-adic local field K , the cyclotomic
extensions of Qp replaced with the Lubin–Tate extensions of K , and the classical
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Hilbert symbol replaced with the Hilbert symbols for Lubin–Tate formal groups.
These reciprocity laws were used in Coates’s and Wiles’s proof of their ground-
breaking work toward the Birch–Swinnerton-Dyer Conjecture for elliptic curves
with complex multiplication and especially in Rubin’s subsequent strengthening of
this result.

In the following we first recall the definition of the classical Hilbert symbol
and some of its properties and then the explicit reciprocity laws of Artin, Hasse,
and Iwasawa. We then recall Lubin–Tate formal groups and Lubin–Tate extensions
(these also appear in the subsequent discussion of Coates–Wiles homomorphisms
and the Coates–Wiles Theorem) and their Hilbert symbols. This is followed by
the statements of Wiles’s higher explicit reciprocity laws and then the example of
the formal multiplicative group over Zp , which recovers the explicit laws of Artin,
Hasse, and Iwasawa as a special case.

Let K be a p-adic local field, that is, a finite extension of Qp. Let O be its ring of
integers and let m be the maximal ideal of O. Let K be a separable algebraic closure
of K , and let Gal(K/K)ab be the quotient of the absolute Galois group Gal(K/K)

by the closure of its commutator. Let RecK : K× → Gal(K/K)ab be the reciprocity
map of local class field theory, normalized so that uniformizers map to arithmetic
Frobenius elements.

2.1 The Hilbert Symbol

Let n > 0 be a positive integer such that K contains the group μn of nth roots of
unity. The Hilbert symbol associated with K and n is the bilinear pairing

(·, ·)n : K× ×K× → μn

defined by

(α, β)n = RecK(β)(α1/n)

α1/n .

It follows from Kummer theory that (K×)n is the kernel of both sides of this pairing.
In addition to being bilinear, the Hilbert symbol also has the following fundamental
properties:

(H1) (α, β)n = 1 if and only if β is a norm from K(α1/n).
(H2) (α,−α)n = 1 = (α, 1 − α)n.
(H3) (α, β)n = (β, α)−1

n .

Because of (H1), some authors refer to the Hilbert symbol as the norm residue
symbol.

In some instances, it is possible to give relatively simple expressions for the
Hilbert symbol.
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n = 2

It follows from (H1) that (·, ·)2 has a very concrete definition:

(α, β)2 = 1 ⇐⇒ αx2 + βy2 = z2 has a solution 0 �= (x, y, z) ∈ K3.

p � n

This is the case of the tame Hilbert symbol. Let q be the order of the residue field
O/m. Then O× = μq−1 × 1 + m. In particular, every unit x ∈ O× can be uniquely
written as x = ω(x)〈x〉 with ω(x) ∈ μq−1 and 〈x〉 ∈ 1 + m. If p � n, then n|q − 1
and

(α, β)n = ω

(

(−1)ordK(α)ordK(β) α
ordK(β)

βordK(α)

)(q−1)/n

.

This relation is used to define the nth power residue symbol and to explain many of
its properties.

2.2 The Explicit Reciprocity Laws of Artin, Hasse,
and Iwasawa

Very generally, an explicit reciprocity law for K is an expression for the Hilbert
symbol (α, β)n in terms of relatively simple (often analytic) functions of α and β.
In light of the formulas in the preceding section, the case of most interest is when
p | n and especially when n = pm is a power of p.

Let p be an odd prime. For each non-negative integer m ≥ 0, let ζm be a primitive
pm+1th root of unity; we assume these are chosen so that ζm = ζ

p
m+1. Let Φm =

Qp(ζm). Let pm be the maximal ideal of the ring of integers of Φm. Then πm = 1−
ζm is a uniformizer of pm. Let Tm denote the trace map from Φm to Qp, and for n ≥
m let Nn,m be the norm map from Φn to Φm. Let Φ ′

m = ∩n>mNn,m(Φ
×
n ) ⊂ Φ×

m .
Let (·, ·)pm+1 be the Hilbert symbol for Φm. We then have the explicit reciprocity
laws of Artin, Hasse, and Iwasawa:

(R1) For β ∈ 1 + pm, (ζm, β)pm+1 = ζ
−Tm(logβ)/pm+1

m .

(R2) For β ∈ 1 + pm, (πm, β)pm+1 = ζ
Tm(

ζm
πm

logβ)/pm+1

m .

(R3) For α ∈ 1 + p and β ∈ Φ ′
m, (α, β)pm+1 = ζ

−Tn(ζn logα· 1
β′

dβ′
dπn

)/pn+1

m for any
n ≥ 2m+ 1 and any β ′ ∈ Φ ′

n such that β = Nn,m(β
′).

(R4) For α ∈ 1 + p
2pm

m and β ∈ Φ×
m , (α, β)pm+1 = ζ

−Tm(ζm logα· 1
β

dβ
dπm

)/pm+1

m .
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Here log is the usual p-adic logarithm, and dβ
dπm

= ∑∞
r=−N rarπ

r−1
m for some

choice of expansion β =∑∞
r=−N arπ

r
m with ar ∈ Zp (note that this is not uniquely-

defined, but the values of the expressions in (R3) and (R4) do not depend on the
choices of expansions). The reciprocity laws (R1) and (R2) were proved by Artin
and Hasse, as was (R4) in the special case m = 0. The general cases of (R3) and
(R4) were proved by Iwasawa.

2.3 Wiles’s Higher Explicit Reciprocity Laws

Wiles proved an important generalization of the reciprocity laws of Artin, Hasse,
and Iwasawa with Qp replaced by an arbitrary p-adic local field K and the fields
Φm replaced with Lubin–Tate extensions. In particular, Wiles proves the analog of
(R3) and the analog of the m = 0 case of (R4). The impetus for considering such
generalizations arose out of his work with John Coates on the Birch–Swinnerton-
Dyer conjecture for elliptic curves with complex multiplication, though the problem
is a very natural one.

Let K be a p-adic local field. A Lubin–Tate extension of K arises from
a one-parameter formal group law over O. The latter is a power series F ∈
O[[X,Y ]] satisfying F(X, Y ) = X + Y + (higher order terms), F(X,F(Y,Z)) =
F(F(X, Y ), Z) (associativity), and F(X, Y ) = F(Y,X) (commutativity). It is
straightforward to deduce that there is then a unique iF ∈ XO[[X]] such that
F(X, iF (X)) = 0 (existence of an inverse) and that F(X, 0) = X and F(0, Y ) = Y .
Let L be any algebraic extension of K and let mL be the maximal ideal of the
integral closure OL of O in L. Then for any positive integer r > 0, F defines
an abelian group structure on mr

L that we denote by ⊕F : x ⊕F y = F(x, y).
The inverse of an element x ∈ mr

L with respect to this group structure is iF (x),
and we write x 6F y to mean x ⊕F iF (y) (subtraction for this group structure).
The convention is to write F(mr

L) for mr
L with this abelian group structure. A

homomorphism of two such group laws F,G ∈ O[[X,Y ]] is an f ∈ XO[[X]] such
that f (F (X, Y )) = G(f (X), f (Y )). Clearly, f (x ⊕F y) = f (x) ⊕G f (y), so
x �→ f (x) is a homomorphism from F(mr

L) to G(mr
L).

Let π be a uniformizer of m and let q be the order of the residue field O/m. Let
f ∈ O[[X]] be a power series such that f (X) = πX + (higher order terms) and
f (X) ≡ Xq mod m. Lubin and Tate proved that there is a unique one-parameter
formal group law F such that f is an endomorphism of F , and furthermore there
is a unique injective homomorphism O ↪→ End(F ), written a �→ [a]F , such that
[π]F = f and [a]F = aX+ (higher order terms). Then F(mr

L) is an O-module for
the action a 2F x = [a]F (x) (note that π 2F x = f (x)). Such an F is often called
a Lubin–Tate formal group law. For each positive integer r > 0, let

Mr = {x ∈ mK : πr 2F x = 0}.
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This is a cyclic O-module isomorphic to O/mr . For each non-negative integer m ≥ 0
let

Φm = K[Mm+1].

This is a Lubin–Tate extension of K . Lubin and Tate also proved that Φm is a totally
ramified extension of K of degree (q − 1)qm such that:

(LT1) The kernel of the surjection K× � Gal(Φm/K) determined by the
reciprocity map RecK is πZ × 1 + mm+1 (so the norm group corresponding
to the extension Φm is NΦm/K(Φ

×
m) = πZ × 1 + mm+1).

(LT2) For u ∈ O× and x ∈ Mm+1, RecK(u)(x) = u−1 2F x.

It follows from (LT1) that the extensions Φm depend only on the choice of
uniformizer π and not on the formal group law F . In fact, all Lubin–Tate formal
group laws over O associated with a fixed uniformizer π are isomorphic.

Let pm be the maximal ideal of the ring of integers Φm. The Hilbert symbol for
F and m is the bilinear pairing

(·, ·)F,m : F(pm)×Φ×
m → Mm+1

defined by

(α, β)F,m = RecΦm(β)(α
′)6F α′,

for any α′ ∈ F(mK) such that πm+1 2F α′ = α. Note that this pairing is O-linear
in α (for the O-action 2F ). The Hilbert symbols (·, ·)F,m also have the following
properties:

(H1)F (α, β)F,m = 0 if and only if β is a norm from Φm(α
′), where πm+1 2F

α′ = α.
(H2)F For n ≥ m, πn−m 2F (α, β)F,n = (α,Nn,m(β))F,m for any α ∈ F(pm)

and β ∈ Φ×
n .

Here Nn,m is the norm map from Φn to Φm.
It is for the Hilbert symbols (·, ·)F,m that Wiles proved explicit reciprocity laws.

For each m ≥ 0, let vm ∈ Mm+1 be an O-generator, chosen so that π2F vm+1 = vm.
Each vm is a uniformizer of pm. Let Tm and Nm be, respectively, the trace and norm
maps from Φm to K . Let Φ ′

m = ∩n>mNn,m(Φ
×
n ) ⊂ Φ×

m .

Theorem 1 (Wiles’s higher explicit reciprocity laws) Suppose p is odd.

(W1) [4, (10)] For β ∈ 1 + pm,

(vm, β)F,m =
(

1

πm+1 (Nmβ
−1 − 1)

)

2F vm.
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(W2) [4, Thm. 1] For α ∈ F(pm) and β ∈ Φ ′
m,

(α, β)F,m =
(

1

πn+1 Tn

(
1

λ′F (vn)
1

β ′
dβ ′

dvn
λF (α)

))

2F vm

for any n ≥ 2m+ 1 and any β ′ ∈ Φ ′
n such that Nn,m(β

′) = β.
(W3) [4, Thm. 23] For α ∈ F(p2

0) and β ∈ Φ×
0 ,

(α, β)F,0 =
(

T0(λF

(

α)
1

λ′F (v0)

1

β

dβ

dv0

))

2F v0.

Here, λF ∈ K[[X]] is the formal logarithm of F . This is the unique isomorphism
λF of F with the formal additive group (as formal group laws over K) such that
λ′F (0) = 1. The power series λF (X) converges on mK , and the formal derivative
λ′F of λF has coefficients in O.

The reciprocity law (R1) follows from (W1), while (W2) is a generalization of
(R3), and (W3) generalizes the m = 0 case of (R4). Wiles showed that (R2) follows
from (W2).

The expression in (W1) is an immediate consequence of the definition of (·, ·)F,m
and the description of the action of RecΦm(β) in (LT2). Wiles’s proof of (W2)
closely follows Iwasawa’s proof of his reciprocity law (R3), substituting Lubin–Tate
theory for the cyclotomic theory. One place the proofs differ is that where Iwasawa’s
proof rests essentially on the reciprocity law (R2) of Artin and Hasse, Wiles’s proof
gets by with just (W1). For a fixed choice of π all Lubin–Tate formal groups F are
isomorphic, which allowed Wiles to make calculations for a particularly nice Lubin–
Tate group (that corresponding to f = πX + Xq ); this replaces the explicitness of
cyclotomic fields in Iwasawa’s proof. We note that (W3) for a height one formal
group (so q = p) had already been proved by Coates and Wiles in [2].

2.4 Example: The Formal Multiplicative Group Over Zp

In this example we explain the relation between Wiles’s reciprocity laws and those
of Artin–Hasse and Iwasawa. Let K = Qp and let f (X) = (X + 1)p − 1 =
pX + · · · + Xp (so π = p). Then F(X, Y ) = X + Y + XY is just the formal
multiplicative group, andMr = {ζ−1 : ζ ∈ μpr }, so Φm = Qp(ζm−1) = Qp(ζm).
From the definitions of the various Hilbert symbols we find that in this case

(α, β)F,m = (1 + α, β)pm+1 − 1,

where (α, β)pm+1 is the Hilbert symbol for Φm. Let vm = ζm−1 = −πm. It follows
that

(α, β)F,m = a 2F vm ⇐⇒ (1 + α, β)pm+1 = ζ am.
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To see that (W1) implies (R1) we need only observe that by local class field theory
Nm(1 + pm) is contained in 1 + pm+1, so

Nm(β
−1)− 1 ≡ log(Nm(β)

−1) ≡ −Tm(logβ)mod p2m+2.

To see that (W2) implies (R3) we just note that in this case λF (α) = log(1 + α),
λ′F (vm) = 1/ζm, and dβ

dvm
= − dβ

dπm
(which is the source of the minus sign in (R3)).

This also shows that (W3) implies the m = 0 case of (R4). Noting that Nn,m(ζn −
1) = ζm − 1, so 1 − ζm ∈ Φ ′

m, we take β = ζm − 1 and β ′ = ζn − 1 in (W2). As
dβ ′
dπn

= 1 we have

Tn

(
1

λ′(vn)
1

β ′
dβ ′

dvn
λF (α)

)

= Tn

(
ζn

ζn − 1
log(1 + α)

)

.

A direct computation shows that the trace of ζn
ζn−1 from Φn to Φm is just

pn−m(
ζm

ζm−1 ), which then implies that

Tn

(
1

λ′(vn)
1

β ′
dβ ′

dvn
λF (α)

)/

pn+1 = Tm

(
ζm

πm
log(1 + α)

)/

pm+1,

and so (R2) follows from (W2).

2.5 Further Developments

Not long after Wiles proved his reciprocity laws, Coleman [38] placed some of the
constructions in a more general context (including the ‘Coleman isomorphism,’ an
important generalization of the Lemma in Sect. 3.1 below) and also formulated an
even more general reciprocity for Lubin–Tate extensions [39]. This conjecture was
subsequently proved by de Shalit [44]. Wiles’s explicit reciprocity laws were used
in the first proof of the Coates–Wiles theorem about the Birch–Swinnerton-Dyer
Conjecture for CM elliptic curves [3] (see also Sect. 4 below) and particularly in
Rubin’s proof [74] of his generalization of the Coates–Wiles theorem. Some very
general explicit reciprocity laws were given by Perrin-Riou [69, 70], Kato [55, 56],
and Colmez [40], as part of their approaches to the Iwasawa theory of elliptic curves
and more general motives.
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3 The Coates–Wiles Homomorphisms and p-adic
L-Functions

The proofs by Coates and Wiles of their ground-breaking results on the arithmetic of
elliptic curves with complex multiplication rely on some special homomorphisms.
These homomorphisms, which are defined on groups of local units and take values
in the ring of integers of a p-adic field, are well-adapted to recognizing when
groups of global units have non-trivial p-power index in the groups of local units
and – miraculously – to relating the indices to values of Hecke L-functions. Though
the idea behind these homomorphisms originates in work of Kummer, they were
first introduced by Coates and Wiles, and these homomorphisms are now generally
called Coates–Wiles homomorphisms. These homomorphisms enabled Coates and
Wiles to generalize to imaginary quadratic fields a theorem of Iwasawa on the
structure of certain quotients of groups of norm-compatible local units by special
subgroups of norm compatible global units and to relate this structure to p-adic
L-functions. The argument of Coates and Wiles even provided a new, streamlined
proof of Iwasawa’s theorem.

In the following we describe the Coates–Wiles homomorphisms in the context
of Lubin–Tate formal groups and Lubin–Tate extensions. We then describe the new
proof of Iwasawa’s theorem and its generalization. The application to the Birch–
Swinnerton Dyer conjecture is described in the following separate section.

We keep with the notation introduced in the preceding discussion of Wiles’s
higher explicit reciprocity laws and in particular the notation in Sect. 2.3. So p is
an odd prime, K is a finite extension of Qp, π is fixed uniformizer of the maximal
ideal m of O, and F ∈ O[[X,Y ]] is a Lubin–Tate formal group law associated with
some f (X) = πX + (higher order terms) ∈ XO[[X]].

3.1 The Coates–Wiles Homomorphisms

The Tate module of F is the inverse limit

TπF = lim←−
n

Mn,

where the limit is taken with respect to the transition maps πn−m2F : Mn → Mm,
n ≥ m. The Tate module TπF is a free O-module of rank one. An O-basis of TπF
is just a sequence v = (vn), vn an O-generator of Mn, such that π 2F vn+1 = vn.
Let Gn = Gal(Φn/K) and G = lim←−n

Gn = Gal(Φ∞/K), where Φ∞ = ∪nΦn. The

group G acts on TπF via an isomorphism χ : G ∼→ O× (so σ(v) = χ(σ) 2F vn).
The character χ is independent of the choice of F .
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Let Un = 1 + pn, and let U = lim←−n
Un be the projective limit with respect to the

norm maps Nn,m : Un → Um. It is easily deduced from (LT1) that U = lim←−n
U ′
n,

where U ′
n ⊂ Un is the subgroup of units whose norm to K is 1. Furthermore, the

image of the natural projection of U to Un is U ′
n. The group G also acts on U .

The definition of the Coates–Wiles homomorphisms for F begin with the
following lemma.

Lemma 2 ([5, Thm. 5]) Let v = (vn) be an O-basis of TπF and u = (un) ∈ U .
There exists a unique power series gv,u ∈ O[[T ]]× such that un = gv,u(vn) for all
n ≥ 0.

Let v be a fixedO-basis of TπF . For k ≥ 0, the kth Coates–Wiles homomorphism
is

δk : U → O

δk(u) =
(

1

λ′F (T )
d

dT

)k

log gv,u(T )

∣
∣
∣
∣
∣
T=0

=
(

d

dZ

)k

loghv,u(Z)

∣
∣
∣
∣
∣
Z=0

,

(CW1)

where hv,u ∈ K[[Z]] is the power series such that hv,u(λF (T )) = gv,u(T ). The far
right-hand side of (CW1) is the definition of δk(u) given in [5, p. 15]. While λF
does not have coefficients in O in general, λ′F (T ) = ∂

∂X
F (X, T )|X=0 ∈ O[[T ]]×,

and d
dT

log gv,u(T ) = g′v,u(T )
gv,u(T )

∈ O[[T ]], so δk is O-valued. The uniqueness
of gv,u implies δk is a homomorphism (since gv,uu′ = gv,ugv,u′). Noting that
λ([χ(σ)]F (T )) = χ(σ)λF (T ), it follows that

δk(σ (u)) = χk(σ )δk(u). (CW2)

It is easy to see that the Coates–Wiles homomorphisms are independent of the
choice of v, and even the group F , up to O×-multiple.

Remark 3 In [3] Coates and Wiles introduced a precursor to the homomorphisms
δk. These are homomorphisms ϕk : U0 → O/m. The definition given in [3, (8)]
is simple: Suppose F is the Lubin–Tate formal group associated with the basic
polynomial f (X) = πX + Xq . Given u0 ∈ U0, let g(T ) ∈ O[[T ]] such that
g(v0) = u0. Then ϕk(u) = ck , where T d

dT
log g(T ) = ∑∞

i=1 ciT
i . It turns out that

ϕk(u0) = δk(u) mod m for u = (un) ∈ U , given a suitable compatibility among the
various generators v0 chosen in the definitions of these homomorphisms (and this
relation is always true up to multiplication by a non-zero scalar in (O/m)×).
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3.2 Groups of Local Units

For simplicity we now assume that K = Qp, so q = p but it may be that π �= p.

Since K = Qp, χ : G ∼→ Z×
p and so G = Δ× Γ , where Δ is the torsion subgroup

(identified via χ with μp−1 ⊂ Z×
p ) and Γ is the subgroup identified via χ with

1 + pZp . For 1 ≤ i ≤ p − 1, let εi = 1
p−1

∑
σ∈Δ χ−i (σ )σ ∈ Zp[Δ]. The εi

are orthogonal idempotents satisfying 1 = ∑p−1
i=1 εi , so there are decompositions

U ′
n = ⊕p−1

i=1 U
(i)
n , U(i)

n = εiU
′
n, and

U = ⊕p−1
i=1 U

(i), U(i) = εiU = lim←−
n

U(i)
n .

It follows from (CW2) that the Coates–Wiles homomorphism δk factors through the
projection to U(i) for i ≡ k mod (p − 1).

Let Λ = Zp[[Γ ]]. Fixing a topological generator γ ∈ Γ (such as the element
satisfying χ(γ ) = 1 + p) identifies Λ with the power series ring Z[[T ]] via γ �→
1 + T . The group U is naturally a Λ-module, and it follows from (CW2) that for
h ∈ Λ,

δk(h(T ) · u) = h(χ(γ )k − 1)δk(u). (CW3)

Of course, each of the summands U(i) is also a Λ-module. In fact:

Lemma 4 ([5, Lem. 2, Cor. 3]) Suppose K = Qp. If Φ0 does not contain a
primitive pth root of unity, then each U(i), 1 ≤ i < p − 1, is a free Λ-module
of rank one satisfying

U(i)/ωnU
(i) ∼→ U(i)

n , ωn = γ n+1 − 1 ∈ Λ,

and U(i) is generated by an element εi such that δk(εi) ∈ O× for all k ≡ i mod (p−
1). If Φ0 contains a primitive pth root of unity then the conclusions hold for 1 <

i < p − 1.

Let Ẑur
p be the p-adic completion of the ring of integers of the maximal

unramified extension of Qp. One of the important features of the Coates–Wiles
homomorphisms is that they can be interpolated by elements in Ẑur

p [[Γ ]] = Ẑur
p [[T ]]

(where the identification is again given by γ �→ 1 + T ).

Theorem 5 ([5, Thm. 16]) Suppose K = Qp. Let u ∈ U . There is a Ẑur
p -valued

measure μu on G such that for each χ ≥ 1,

∫

G

χk(σ ) dμu = Ωk
F

(

1 − πk

p

)

δk(u).

Here ΩF ∈ (Ẑur
p )

× is a constant that depends on F .
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In general, ΩF satisfies Ω
Frobp
F /ΩF = π/p and is only uniquely defined up to

Z
×
p -multiple. If π = p, then ΩF can be taken to be 1 and each μu is a Zp-valued

measure.
The Ẑ

ur
p -valued measures on G are naturally identified with the elements of the

completed group ring Ẑur
p [[G]] = ⊕p−1

i=1 Ẑ
ur
p [[Γ ]]ei . If Hu = ∑p−1

i=1 Hu,iei is the

element identified with μu, then Hu,i ∈ Ẑur
p [[T ]] has the property that

Hu,i(χ
k(γ )− 1) = Ωk

F

(

1 − πk

p

)

δk(u), k ≡ i mod (p − 1). (CW4)

It follows from this and (CW3) that

Hh·u,i(T ) = h(T )Hu,i(T ), h ∈ Λ. (CW5)

In particular, the map U(i) → Ẑ
ur
p [[Γ ]], u �→ Hu,i , is a homomorphism of Λ-

modules. This induces an isomorphism U⊗̂Zp Ẑ
ur
p

∼→ Ẑur
p [[T ]] for 1 < i < p − 1,

and even for i = 1 if Φ0 does not contain a primitive pth root of unity.

3.3 Example: Cyclotomic Units

Let K = Qp and F(X, Y ) = X + Y + XY be the formal multiplicative group
law. This is the Lubin–Tate group law associated with the power series f (T ) =
(1 + T )p − 1. As before, for each integer n ≥ 0 let ζn be a primitive pn+1th root of
unity, chosen so that ζ pn+1 = ζn. Then v = (vn) = (ζn − 1) is a Zp-generator of the
Tate module of F .

Fix an integer a �= ±1 prime to p and let

ua,n =
(
ζ an − 1

ζn − 1

)p−1

.

Then ua,n ∈ Un and ua = (ua,n) ∈ U . By inspection we see that

gv,ua (T ) =
(
(1 + T )a − 1

T

)p−1

.

Making the formal change of variable 1 + T = eZ = 1 + Z + Z/2 + · · · yields

δk(ua) = (p − 1)

(
d

dZ

)k−1 (
aeaZ

eaZ − 1
− eZ

eZ − 1

)∣∣
∣
∣
∣
Z=0

.
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Recalling that tet

et−1 = ∑∞
n=0 Bn

tn

n! , where Bk is the kth Bernoulli number, one then
finds that for an even integer k > 0,

δk(ua) = (p − 1)(ak − 1)
Bk

k
= (p − 1)(1 − ak)ζ(1 − k),

where ζ(s) is the Riemann zeta function. (This can all be justified by working over
C and restricting to regions of absolute convergence.)

Let Hua,i ∈ Λ = Zp[[T ]] be the power series associated with ua as in (CW4).
It then follows that for an even integer 1 < i ≤ p − 1 and any positive integer
k ≡ i mod (p − 1),

Hua,i(χ
k(γ )− 1) = (p − 1)(1 − ak)(1 − pk−1)ζ(1 − k).

Let ra ∈ Zp be such that a = ω(a)−1χ(γ )ra (so ra = logp a/ logp χ(γ )), where
ω(a) ∈ μp−1 ⊂ Z×

p is the (p − 1)th root of unity such that ω(a) ≡ a mod p. Let

Ra,i(T ) = (1−ω(a)−i (1+ T )ra ) ∈ Zp[[T ]]. Then Ra,i(χ
k(γ )− 1) = (1− ak) for

all k ≡ i mod (p−1). Furthermore,Ra,i(0) = 1−ω(a)−i , so if a is a primitive root
mod p and i < p − 1, then Ra,i ∈ Zp[[T ]]×. Choosing a �= ±1 to be a primitive
root mod p we then put

Gi(T ) = 1

p − 1
Ra,i(T )

−1Hua,i (T ) ∈ Zp[[T ]], i even, 1 < i < p − 1.

This satisfies

Gi(χ
k(γ )− 1) = (1 − p1−k)ζ(1 − k), k > 0, k ≡ i mod (p − 1).

From this one recognizes Gi to be the Kubota–Leopoldt p-adic L-function
Lp(ω

i, s) for the even Dirichlet character ωi , in the sense that

Gi(χ(γ )
1−s − 1) = Lp(ω

i, s).

One also sees that for any a prime to p, Hua,i is a multiple of Gi (a unit multiple if
a is a primitive root mod p).

Let C ⊂ U be the subgroup generated by the units ua as a varies over all integers
not equal to ±1 and prime to p. This is the group of cyclotomic units. Let C be the
closure of C in U . Suppose 1 < i < p − 1 is even. Then U(i) is a free Λ-module
of rank 1 and the map u �→ Hu,i is a Λ-module isomorphism U(i) ∼→ Λ that maps

C
(i) = εiC ontoGi ·Λ. In particular, this recovers the following theorem of Iwasawa:

Theorem 6 (Iwasawa) Let 1 < i < p− 1 be an even integer. There is a Λ-module

isomorphism U(i)/C
(i) ∼= Λ/(Gi) with Gi(T ) ∈ Λ the power series satisfying

Gi(χ(γ )
1−s − 1) = Lp(ω

i, s).
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Remark 7 Much earlier, Kummer had proved that if (U0/C0)
(i) is non-zero, then

p|(2π√−1)iζ(i). Here 1 < i < p − 1 is an even integer, and C0 is the group of
cyclotomic units in Φ0, that is, the group generated by the ua,0. In Kummer’s proof,
the role of the Coates–Wiles homomorphisms is played by the homomorphisms ϕi
(see the remark at the end of Sect. 3.1).

3.4 Example: Elliptic Units

Let E be an elliptic curve with complex multliplication by the ring of integers OK
of an imaginary quadratic field K ⊂ C. For simplicity we assume that K has
class number 1 and that E is defined over K . We may then assume that E has a
Weierstrass model given by an equation

E : y2 = 4x3 − g2x − g3

with g2, g3 ∈ OK and with discriminant Δ divisible only by the primes of K of
bad reduction for E and possibly those dividing 2 and 3. The curve E then has a
complex uniformization ξ : C/Λ → E(C), ξ(z) = (℘ (z), ℘ ′(z)), where Λ is a
lattice and ℘ is the Weierstrass ℘-function for this lattice. We identify OK with a
subring of End(E) so that a · ξ(z) = ξ(az) for a ∈ OK .

The theory of complex multiplication associates with E a Hecke character ψ :
A
×
K → C× of K such that: (1) ψ(z) = z−1 for z ∈ C×, (2) ψ is unramified at

a finite place v of K if and only if E has good reduction at v, (3) if E has good
reduction at a finite place v of K , then for any uniformizer -v ∈ Kv , ψ(-v) ∈ K×
is the generator of the prime pv corresponding to v such that the reduction modulo
pv of multiplication by ψ(-v) is the Frobenius homomorphism, and (4) L(E, s) =
L(ψ, s)L(ψ, s). Let f be the conductor of ψ; this is divisible only by primes of
bad reduction for E. We also write ψ for the corresponding Hecke character of
modulus f. Then for any fractional ideal a ∈ I

f
K , ψ(a) ∈ K×; if a is integral, then

ψ(a) ∈ OK .
Let p > 5 be a prime that splits in K , say p = pp, and such that E has

good reduction at p and p. Let K = Kp = Qp and O = OKp = Zp . Let
t = −2x/y. This is a local uniformizer at the origin of E. There exists a power series
w(t) = t3 + (higher order terms) ∈ O[[t]] such that x = x(t) = t/w(t) ∈ t−2O[[t]]×
and y = y(t) = −2/w(t) ∈ t−3O[[t]]×. Then (x(t), y(t)) ∈ E(O((t))). The
formal group of E over O is given by a formal group law F(X, Y ) = X +
Y + (higher order terms) ∈ O[[X,Y ]] that has the property that (x(t1), y(t1)) +
(x(t2), y(t2)) = (x(F (t1, t2)), y(F (t1, t2))), where the addition is of points on
E. This is in fact a Lubin–Tate formal group law over O associated with some
f (X) = πX + (higher order terms) with π ∈ OK the generator of p such that
the reduction modulo p of multiplication by π is the Frobenius homomorphism (in
particular, π = ψ(-) for any uniformizer - of K).
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Following standard convention, for any algebraic extension L/K we write
Ê(mL) for the group with underlying set the maximal ideal mL of the ring of
integers of L and group law ⊕F defined by F . There is then a Galois equivariant
isomorphism Ê(mK)

∼→ E1(K), t �→ (x(t), y(t)), where E1 is the kernel of the
reduction modulo p map, that is compatible with OK -actions. This isomorphism
induces a Galois equivariant isomorphism of Mn (the kernel of multiplication by
πn+1 in Ê(mK)) and E[πn+1] and hence an isomorphism of Tate modules

TπÊ = lim←−
n

Mn
∼→ TπE = lim←−

n

E[πn+1].

In particular, an O-basis v = (vn) of the left-hand side is identified with a O-
basis (Qn) of the right-hand side (so for all n ≥ 0, Qn ∈ E[πn+1] is an
O-generator satisfying π · Qn+1 = Qn). The prime p is totally ramified in the
field Fn = K(E[πn+1]), and the Lubin–Tate extension Φn is just the completion of
Fn at the unique prime above p.

Let a ⊂ OK be an integral ideal that is prime to f and p. Let α be a generator of
a. We define a rational function θa ∈ K(E) = K(x, y):

θa = α−12ΔN(a)−1
∏

P∈E[a]−0

(x − x(P ))−6.

Here N(a) is the norm of a. A remarkable feature of θa is that if c ⊂ OK is an
integral ideal prime to a and not a power of a prime ideal and if Q ∈ E[c] is an
OK -generator, then θa(Q) is a unit of the ring of integers of the ray class field Kc

of conductor c. Let B be a finite set of integral ideals b prime to f and p and such
that B ↔ Gal(Kf/K), b �→ RecK (b). Let S ∈ E[f] be an OK -generator. We define
another rational function in K(E) by

Λa(P ) =
∏

σ∈Gal(Kf/K)

θa(P + σ(S)) =
∏

b∈B
θa(P + ψ(b) · S).

As Qn + σ(S) is an OK -generator of E[pn+1f], it follows that Λa(Qn) is a unit in
Fn. Let ua,n = Λa(Qn)

p−1 ∈ Un. Then ua = (ua,n) ∈ U is a norm-compatible
collection of global units.

Via the Laurent series expansions x = x(t) and y = y(t), the function field
K(E) = K(x, y) is embedded in K((t)) as the subfield K(x(t), y(t)). Let Λa,p(t)

be the image of Λa under this embedding. It is easily checked using the definition
of Λa and the formula for x(P +ψ(b)S) in terms of x(P ) and y(P ) that Λa,p(t) ∈
O[[t]]×. As Λa,p(vn) = Λa(Qn), it follows that

gv,ua(t) = Λa,p(t)
p−1 ∈ O[[t]]×
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is the unique power series satisfying gv,ua(vn) = ua,n for all n ≥ 0. Similarly, the
map ξ embedsK(E) inC((z)) as the subfieldK(℘ (z), ℘ ′(z)); let Λa,∞(z) = Λa◦ξ .
The field K(E) is stable under the derivations 1

λ′(t)
d
dt

of K((t))) and d
dz

of C((z)) and
these are equal on K(E).

Since E has complex multiplication by OK and K has class number 1, the lattice
Λ is a free OK -module of rank one generated by some period Ω∞. Then the point
S ∈ E[f] in the definition of Λa is just ξ(u) for some u = Ω∞/f with f some
generator of f. We then have

δk(ua) = (p − 1)

(
1

λ′(t)
d

dt

)k
logΛa,p(T )

∣
∣
∣
∣
∣
T=0

= (p − 1)

(
d

dz

)k
logΛa,∞(z)

∣
∣
∣
∣
∣
z=0

,

and a computation (cf. [3, Lem. 21]) shows that the right-hand equals

(p − 1)12(−1)k(k − 1)!f k(N(a)− ψ(a)k)Ω−k∞ Lf(ψ
k
, k).

For 1 ≤ i ≤ p − 1, let Hua,i ∈ Ẑ
ur
p [[T ]] be the power series associated with ua

as in (CW4), and let Ωp = ΩF . Then for any positive integer k ≡ i mod (p − 1),

Hua,i (χ
k(γ )− 1)

= (p − 1)12(−1)k(k − 1)!f k(N(a)− ψ(a)k)

(
Ωp

Ω∞

)k
(1 − πk

p
)Lf(ψ

k
, k),

where χ is the character as in Sect. 3.1. If a is chosen so that N(a) �= ψ(a)i mod p,
then there is a unit power series Ra ∈ Ẑur

p [[T ]]× such that Gi = R−1
a Hua,i satisfies

Gi(χ
k(γ )− 1)

= (−1)k(k − 1)!f k

(
Ωp

Ω∞

)k
(1 − ψ(p)k

p
)Lf(ψ

k
, k), k > 0, k ≡ i mod (p − 1)

(cf. [5, Thm. 18]). This is one of the p-adic L-functions for K also constructed by
Katz.

Let E ⊂ U be the subgroup generated by the units ua as a varies over all proper
integral ideals of K that are prime to f and p. This is the group of elliptic units. Let
E be the closure of E in U . If 1 < i < p−1, then U(i) is a free Λ-module of rank 1.
The hypothesis that ap(E) �≡ 1 mod p is equivalent to Φ0 not containing a primitive
pth root of unity, in which case U(1) is also a free Λ-module of rank 1. In particular,
the map u �→ Hu,i is a Λ-module isomorphism U(i) ⊗Zp Ẑ

ur
p [[T ]] ∼→ Ẑ

ur
p [[T ]].

Theorem 8 ([5, Thm. 22]) Let 1 ≤ i < p − 1, and suppose ap(E) �≡ 1 mod p

if i = 1. There is a Λ-module isomorphism (U/E)(i) = U(i)/E
(i) ∼= Λ/(Gi ) with

Gi (T ) ∈ Λ such that Gi generates the ideal Gi · Ẑur
p [[T ]] in Ẑur

p [[T ]] = Λ⊗̂Zp Ẑ
ur
p .
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One important consequence of this theorem is:

Corollary 9 Suppose ap(E) �≡ 1 mod p. If there exists a non-zero Λ-
homomorphism U/E → Zp(χ), then Lf(ψ, 1) = 0.

We explain how the corollary follows from the theorem: A Λ-homomorphism
U/E → Zp(χ) must factor through the projection to (U/E)(1) and even to

(U/E)(1)/(γ − χ(γ ))(U/E)(1) ∼= Λ/(G1, γ − χ(γ )) ∼= Zp/(G1(χ(γ )− 1)),

where the first isomorphism follows from the theorem. If the homomorphism is
non-zero, then it must be that G1(χ(γ ) − 1) = 0 and hence that 0 = G1(χ(γ ) −
1) = −f (Ωp/Ω∞)(1 − ψ(p)/p)Lf(ψ, 1). Since π = ψ(p) �= p, it must be that
Lf(ψ, 1) = 0.

Remark 10 In [3], Coates and Wiles proved a preliminary version of this result that
is very much in the spirit of Kummer’s theorem for cyclotomic units (see the remark
at the end of Sect. 3.3). In their proof, which shows that if (U0/E0)

(1) is non-zero,
where E0 is the subgroup generated by the ua,0, then p | Lf(ψ, 1)/Ω∞, the role
of the homomorphisms δk is played by the Kummer homomorphisms ϕk (see the
remark at the end of Sect. 3.1).

Remark 11 The hypothesis that ap(E) �≡ 1 mod p is only used to conclude that
Φ0 has no non-trivial pth-root of unity and so U(1) is a free Λ-module of rank 1.
A closer analysis of (U/E)(1) can be made, along the lines that Iwasawa did for
cyclotomic extensions, that yields a similar conclusion as in the corollary in the
case i = 1 without the hypothesis on ap(E) modulo p. This hypothesis, however,
is needed for the result of Coates and Wiles described in the preceding remark: it
ensures that p � (1 − π

p
).

3.5 Further Developments

Shortly after this work of Coates and Wiles, Coleman [38] proved a generalization
of the lemma in Sect. 3.1. In the context of the cyclotomic units, this yields a map
U → Zp[[G]], u �→ μu where μu is the measure in the theorem in Sect. 3.2, that
is almost an isomorphism (see the end of Sect. 3.2). In general this is referred to as
‘Coleman’s isomorphism.’ This was generalized in Perrin-Riou [69, 70] and Kato
[55, 56] to maps on norm compatible collections of local cohomology groups of a
p-adic Galois representation over a p-adic field K:

Exp∗ : H 1
Iw(K, V ) = lim←−

n

H 1(K(ζpn+1), V ) = H 1(K,ΛK ⊗ V ) → D(V ),

where ΛK = Zp[[ΓK ]], with ΓK = Gal(K(ζp∞)/K), and D(V ) is the (ϕ, ΓK)-
module associated to the p-adic representation V . The Coates–Wiles homomor-



578 C. Skinner

phisms become a very explicit expression for how these maps interpolate the
Bloch–Kato exponential. If V = Qp(1), then this recovers the Coates–Wiles
homomorphisms for cyclotomic units. Recent work of Schneider and Venjakob [80]
have attempted to define a parallel theory with the cyclotomic extension K(ζp∞)/K

replaced with the local Coates–Wiles extensions for elliptic curves with complex
multiplication. These generalizations of the Coleman isomorphism and the Coates–
Wiles homomorphisms have played an important role in recent progress on the
Iwasawa theory of elliptic curves and modular forms, especially [57] and [61].

4 The Birch–Swinnerton-Dyer Conjecture

Elliptic curves are a seemingly inexhaustible source of intriguing problems for the
number-theorist. As witness to the attraction of the arithmetic of elliptic curves, in
his introduction to a volume of papers dedicated to John Coates on the occasion of
Coates’s 60th birthday Wiles wrote [24]:

Needless to say for those who have devoted some time to this subject, it is so full of
fascinating problems that it is hard to turn from this to anything else. The conjecture of
Birch and Swinnerton-Dyer. . . had made the old subject irresistible.

Wiles surely knew of what he wrote. While a graduate student at the University
of Cambridge, Wiles – together with John Coates – made the first progress toward
the Birch–Swinnerton-Dyer Conjecture that went beyond computational examples.
And if not always front and center, elliptic curves have never been out of sight in all
of Wiles’s mathematical works.

In the following we recall the Birch–Swinnerton-Dyer Conjecture and the
Coates–Wiles Theorem. We include a brief overview of their proof of this theorem,
especially describing the central role played by the Coates–Wiles homomorphisms.

4.1 Elliptic Curves and the BSD Conjecture

Let E be an elliptic curve over F , that is, a smooth, proper, geometrically connected
curve of genus one together with a distinguished F -rational point. The curve E has
the structure of a commutative algebraic group over F with the distinguished point
being the identity element. In particular, the set E(F) of F -rational points on E

has the structure of an abelian group. A fundamental result of Mordell, extended by
Weil, is that

E(F) is a finitely generated abelian group.
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Let

r(F ) = rankZE(F)

be the rank of this group.
In the late 1950s Birch and Swinnerton-Dyer, led in part by computational

evidence, made a remarkable conjecture about r(F ):

Conjecture 12 (The Birch–Swinnerton-Dyer Conjecture) Let E be an elliptic
curve over a number field F . Then

r(F ) = ords=1L(E/F, s).

Here L(E/F, s) is the Hasse–Weil L-function of E over F . This is defined first
as an Euler product

L(E/F, s) =
∏

v

Lv(E/F ; q−s
v )−1,

where v runs over the finite places of F , qv is the order of the residue field Fv at v,
and Lv(E/F ;X) ∈ Z[X] is a polynomial of degree at most 2. For all but finitely
many places v, Lv(E/F ;X) = 1 − av(E)X + qvX

2 with 1 − av(E) + qv being
the number of points on E over the residue field Fv . It follows from the Riemann
hypothesis for E over the Fv’s that this product converges absolutely for Re(s) > 3

2
and so defines a holomorphic function on this half-plane. At the time that Birch
and Swinnerton-Dyer formulated their conjecture, it was an accepted conjecture –
though far from proved ! – that each L(E/F, s) has an analytic continuation to
the entire complex plane. However, it was known by results of Deuring from the
1950s that this was true for elliptic curves with complex multiplication. Such curves
include those with Weierstrass models of the form y2 = x3 − Dx, D ∈ Q×, and
hence those curves that were originally studied by Birch and Swinnerton-Dyer.

Proving the Birch–Swinnerton-Dyer Conjecture is one of the Clay Mathematics
Institute’s seven Millennium Prize Problems announced in 2000. The official
problem description was written by Andrew Wiles and later published as [23]. His
description of the problem includes additional context and history.

4.2 The Coates–Wiles Theorem

In 1977 Coates and Wiles published the first theoretical evidence toward the Birch–
Swinnerton-Dyer Conjecture:

Theorem 13 ([3, Thm. 1]) Let E be an elliptic curve with complex multiplication
by the maximal order of an imaginary quadratic field K with class number one.
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Let F = Q or K and suppose E is defined over F . If E(F) is infinite, then
L(E/F, 1) = 0.

Another way of stating the conclusion: r(F ) > 0 /⇒ ords=1L(E/F, s) > 0.

Remark 14 The hypothesis that E has complex multiplication by a maximal order
of K is not essential. If E has complex multiplication by an order in K , then E is
isogeneous over K to an elliptic curve with complex multiplication by a maximal
order. Both the rank of E(K) and the L-function L(E/K, s) are invariants of the
K-isogeny class of E, so the general case reduces to the case of multiplication by
the maximal order, at least when F = K . If F = Q, then E(Q) being infinite
implies E(K) is infinite, and L(E/K, s) = L(E/Q, s)2, so this case reduces to the
case over K .

4.3 Idea of the Proof: Bird’s Eye View

As indicated in the preceding remark, it suffices to prove the theorem in the case
F = K . Here is a bird’s eye view of the proof in [3] for this case: Let p be a
prime of good reduction for E that splits in K : p = pp̄. Starting with a point P ∈
E(K) of infinite order, Coates and Wiles construct an abelien extension Ln of Fn =
K[E[pn+1]]. For p suitably nice, using class field theory and the arithmetic of the
elliptic curve, they deduce from the existence of the Ln that the groups (U0/E0)

(1)

are non-zero, and from the connection of these groups with the L-function of the
Hecke character ψ of K associated with E they then conclude that L(ψ, 1)/Ω∞ is
divisible by p (see the remark at the end of Sect. 3.4). As there are infinitely many
suitably nice p, it must be that L(ψ, 1) = 0. As L(E/K, 1) = L(ψ, 1)L(ψ̄, 1), the
theorem follows.

For the interested reader, in the next section we provide more details for a slight
variation of the above argument. This proof makes use of the later developments in
the paper [5], which were described in Sect. 3.1 and particularly in the example in
Sect. 3.4. For even more details about the proofs of the Coates–Wiles theorem as
well as these other results, the interested reader should consult Rubin’s notes [77].

Remark 15 In an earlier work [1] Coates and Wiles used similar arguments to prove
an analog of Kummer’s criterion. The latter states that the class number of Q(ζp) is
divisible by p (p an odd prime) if and only if at least one of the numbers ζ ∗(k) =
(k−1)!(2π)−kζ(k) = (−1)1+k/2Bk/2k, 0 < k < p−1 an even integer, is divisible
by p. Let w be the number of roots of unity in K , and let p be an odd prime of
good reduction for E such that p splits in K : p = pp̄. Coates and Wiles proved [1,
Thm. 1] that for p suitably nice there exists a Z/pZ extension of the ray class field
K[p] of K of modulus p that is unramified away from the prime above p and distinct
from the ray class field K[p2] of modulus p2 if and only if one of the numbers

L∗(ψk, k) = w(k − 1)!Ω−k∞ L(ψk, k), 1 ≤ k ≤ p − 1, k ≡ 0 mod w,
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is divisible by p. The proof described above is essentially a refinement of this
criterion in the spirit of Herbrand’s theorem.

4.4 A Variation on the Proof in [3]

We begin by choosing a nice prime p. Let p be a prime such that

(p1) p > 5,
(p2) p splits in K : p = pp̄,
(p3) E has good reduction at both p and p,
(p4) ap(E) �≡ 1 mod p.

These are the primes satisfying the conditions imposed in Sect. 3.4. There are
infinitely many such primes: The primes satisfying (p2) are a set of density 1

2 , and
(p1) and (p3) exclude only finitely many of these. Suppose E has good reduction at
p. If ap(E) ≡ 1 mod p, then, since p > 5, the Riemann hypothesis for the reduction
of E mod p forces ap(E) = 1. Since E has complex multiplication by K , the roots
of x2−x+p must then belong to K . In particular, 1−4p = −Da2 for some integer
a, where −D is the discriminant of K . Let q be an odd prime not dividing D. Then
1+Da2 can belong to only half of the non-zero residue classes modulo q . So if we
additionally require that 4p not belong to one of these residue classes, then (p4) will
also be satisfied. Therefore, there is a set of primes of density 1

2 × 2
q−1 = 1

q−1 such
that (p1)–(p4) hold.

Let K = Kp = Qp and O = OKp = Zp . As noted in Sect. 3.4, since p satisfies

(p2) and (p3) the formal group law Ê of E over O is a Lubin–Tate formal group law
associated with some f (X) = πX + (higher order terms) with π a generator of p

such that the reduction modulo p of E
×π−→ E is just the Frobenius homomorphism.

Under the identification of Ê(mK) with the kernel E1(K) of the mod p reduction
map, the O-module Mn is identified (Gal(K/K)-equivariantly) with E[πn+1]. For
n ≥ 0, let Fn = K(E[πn+1]). Then Fn/K is totally ramified at the prime p and the
completion of Fn at the unique prime above p is just the Lubin–Tate extension Φn of
K . Let F∞ = ∪Fn and Φ∞ = ∪Φn. Then G = Gal(Φ∞/K)

∼→ Gal(F∞/K). The
π-adic Tate module TπE of E is a free O-module of rank one, and so Gal(F∞/K)

acts on TπE via a O× valued character. As a character of G this is just the character
denoted χ in Sect. 3.1. It is also the p-adic Galois character of the Hecke character
ψ of K associated with E by the theory of complex multiplication.

Let P ∈ E(K) be a point of infinite order. For each integer n ≥ 0, choose a
point Pn ∈ E(K) such that πn+1Pn = P . Let Ln = Fn[Pn]. Then Ln is an abelian
extension of Fn of p-power order and a Galois extension of K . The extensionLn/Fn

is unramified at all primes not dividing p, and, if n is sufficiently large, it is non-
trivial and ramified at the unique prime of Fn above p (see [3, Lems. 33, 35]). Let
L∞ = ∪Ln and let X∞ = Gal(L∞/F∞). The group G acts on X∞ by conjugation,
and X∞ admits a G-invariant, injective homomorphism φ : X∞ ↪→ TπE given by



582 C. Skinner

φ(τ) = (τ (Pn) − Pn) ∈ TπE. In particular, X∞ is a free Zp-module of rank one
and for σ ∈ G we have στσ−1 = χ(σ)τ .

Let Un = O×
Fn

∩ Un be the group of units in the ring of integers of Fn that

are congruent to 1 modulo the unique prime above p. Let Un be its closure in
Un. Since Ln/Fn is unramified outside the unique prime over p and is an abelian
extension of p-power order, the reciprocity map of global class field theory induces

a homomorphism Un/Un

RecFn−→ Gal(Ln/Fn) whose image is the inertia group at the
prime above p (which is non-trival if n is sufficiently large). Let U ⊂ U be the
inverse limit U = lim←−Un with respect to the norm maps. Then

ϕ = lim←−
n

RecFn : U/U → X∞ = lim←−Gal(Ln/Fn)

is a G-equivariant homomorphism with non-trivial image. As the group E of elliptic
units is contained in U, upon fixing a Zp-basis of X∞ the homomorphism ϕ

induces a non-zero G-equivariant homomorphism U/E → Zp(χ). As explained
in Sect. 3.4, it follows from Coates’s and Wiles’s analysis of the structure of U/E in
[5] that the existence of such a homomorphism implies that L(ψ, 1) = 0 and hence
L(E/K, 1) = 0; see the Corollary near the end of Sect. 3.4.

Remark 16 Property (p4) is only included for convenience, and the theorem can
be proved without it (see the remark at the end of Sect. 3.4). This is contained in
Rubin’s extension [74] of the Coates–Wiles theorem.

4.5 Further Developments

Extensions of the Coates–Wiles theorem followed quickly after the publication of
[3]. Arthaud, in [28] and her PhD thesis, extended the theorem to the situation
where F is an abelian extension of K such that F(Etor), the field obtained by
adjoining to F the coordinates of all the torsion points of E, is also abelian over K .
Rubin [74] proved a strengthening of Arthaud’s result, which included the following
consequence: Suppose F = K and M/K is any finite abelian extension. If ξ is a
character of Gal(M/K) such that the ξ -isotypical subspace of E(M) ⊗ C is non-
zero, then L(ψξ, 1) = 0. Here we have identified the Galois character ξ with a
Hecke character of K in the usual manner via class field theory. Rubin and Wiles [7]
combined this result with results about p-parts of class groups of Z�1 × · · · × Z�s -
extensions (�i �= p) and congruences between L-values of Hecke characters and
Bernoulli numbers to prove: Suppose K = Q(

√−p), p an odd prime, and E/Q

has complex multiplication by an order in K . Let N ≥ 1 be any integer such
that p � N . Then the Mordell–Weil group E(K · Q(ζN∞)+) is finitely-generated.
Greenberg [51] proved a partial converse to the Coates–Wiles theorem, showing
that if ords=1L(E, s) is odd, then either E(Q) is infinite or the Tate–Shafarevich
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group of E is infinite. Rubin [75] combined many of the ingredients from the proof
of the Coates–Wiles theorem with ideas of Thaine to provide the first examples
of (CM) elliptic curves with proven finite Tate–Shafarevich groups. These ideas
eventually led to a proof of the Iwasawa Main Conjectures for imaginary quadratic
fields [76] and for CM elliptic curves (at ordinary primes). Rubin and Pollack [73]
later proved the Main Conjecture for CM curves at supersingular primes. These
results encompass the Coates–Wiles theorem and even establish the p-part of the
conjectured formula of Birch and Swinnerton-Dyer when L(E, 1) �= 0.

5 The Main Conjecture

Most of Wiles’s early works were closely intertwined with Iwasawa theory.
Iwasawa’s legacy is clearly visible in Wiles’s higher explicit reciprocity laws
and especially in the applications of the Coates–Wiles homomorphisms to p-adic
L-functions and the arithmetic of Zp-extensions of imaginary quadratic fields
(including the Coates–Wiles Theorem). It seems fitting that Wiles would then go
on to prove Iwasawa’s Main Conjecture, first for Q in joint work with Barry Mazur,
and then for all totally real fields.

In the following we recall some of the main features of Iwasawa’s Main
Conjecture, including some of its arithmetic consequences. We then briefly describe
Mazur’s and Wiles’s proof of the Main Conjecture for Q. We follow this with a
description of Wiles’s second proof of the Main Conjecture, which was the template
for his proof of the Main Conjecture for totally real fields. It was also the prototype
for subsequent proofs of other ‘main conjectures,’ including for most elliptic curves
over Q.

5.1 Iwasawa’s Main Conjecture

Let p be a fixed prime. For simplicity we consider only the case p > 2 in all that
follows.

In order to view algebraic numbers as both complex numbers and p-adic
numbers, we fix embeddingsQ ↪→ C andQ ↪→ Qp. The latter embedding identifies
GQp = Gal(Qp/Qp) as a subgroup of GQ = Gal(Q/Q).

For each n ≥ 1 let ζpn be a primitive pnth root of unity. The field Q(ζpn+1)

is a Galois extension of Q with Galois group Gn = Gal(Q(ζpn+1)/Q) canonically
isomorphic to (Z/pn+1Z)×, the isomorphism being σ �→ a mod pn for σ(ζpn) =
ζ apn . Put Q(ζp∞) = ∪∞

n=0Q(ζpn+1). Then there is a canonical isomorphism of
profinite groups:

G = Gal(Q(ζp∞)/Q) = lim←−
n

Gn
∼→ lim←−

n

(Z/pn+1
Z)× = Z

×
p .
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The resulting character

ε : Gal(Q/Q) � Gal(Q(ζp∞)/Q) = G
∼→ Z

×
p

is the p-adic cyclotomic character. Corresponding to the decomposition Z×
p =

μp−1 × 1 + pZp we write ε(σ ) = ω(σ)〈σ 〉. In particular, ω : GQ � μp−1 is
a surjective character.

The groups Gn decompose compatibly as Gn = Δ × Γn with Δ cyclic of order
p − 1 and Γn cyclic of order pn. The subgroup Δ projects isomorphically onto
Gal(Q(ζp)/Q)

∼→ (Z/pZ)×. The Galois group G then decomposes as G = Δ× Γ

with Γ = lim←−n
Γn. The groupΓ is a cyclic pro-p-group and identified with 1+pZp .

A convenient topological generator of Γ is the element γ = 1 + p (since p > 2,
1 + pZp = (1 + p)Zp ). The choice of a generator γ determines an isomorphism of
Γ with Zp and of Γn with Z/pnZ.

The character ω factors as

ω : GQ � Δ
∼→ Gal(Q(ζp)/Q)

∼→ μp−1,

and so can be viewed as a character of Δ. In particular, every character of Δ is just
a power of ω.

The cyclotomic Zp-extension of Q is the field Q∞ = Q(ζp∞)Δ. The Galois
group Gal(Q∞/Q) is canonically identified with Γ and so with Zp (hence the
terminology). The field Q∞ is the union of the fields Qn = Q(ζpn+1)Δ, each of

which is Galois over Q with Galois group Gal(Qn/Q) = Γn
∼→ Z/pn

Z.
For any number field F we write F∞ for the composite field F ·Q∞. This is the

cyclotomic Zp-extension of F .

The Main Conjecture of Iwasawa Theory for Totally Real Fields

Let F be a totally real number field and K/F a cyclic Galois extension with K a CM
field such that K ∩ F∞ = F . Let χ : Gal(K/F) → Q

×
p be an odd character (that

is, χ is non-trivial on complex conjugation). Let H = K(ζp). The Galois group
Gal(H∞/F ) admits a decomposition

Gal(H∞/F )
∼→ Gal(H/F)× Gal(F∞/F ) = ΔF × ΓF ,

where the map is the natural projection (restriction of the Galois action) to each
factor. In particular, ΔF = Gal(H/F) is a finite group, and χ can be viewed
as a character of ΔF . Note that ΔF projects canonically to Gal(Q(ζp)/Q) ∼= Δ,
so any character of Δ (such as ω) determines a character of ΔF . The group ΓF

is identified with a closed subgroup of Γ = Gal(Q∞/Q) of finite-index via the
canonical projection, so ΓF is isomorphic to Zp. Let γF ∈ ΓF be a fixed topological
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generator. The Main Conjecture identifies two polynomials associated with χ and
γF , one having an algebraic origin and the other an analytic origin.

The algebraic polynomial is defined as follows. Let X = Gal(L∞/H∞) with
L∞/H∞ being the maximal unramified abelian pro-p-extension of H∞. Let V =
X⊗Zp Qp. Iwasawa proved that V is a finite-dimensional Qp-vector space. Let V χ

be the χ-isotopical subspace, that is, the subspace on which the natural action of
ΔF is via the character χ . The group ΓF acts naturally on V χ , and we let fχ (T ) ∈
Qp[T ] be the characteristic polynomial of the action of γF − 1 on V χ .

The analytic polynomial arises from the p-adic L-function Lp(ψ, s) associated
to the even character ψ = χ−1ω of ΔF . The p-adic L-functions for such characters
are generalizations of the Kubota–Leopoldt p-adic L-functions for even Dirichlet
characters. In this generality they were first constructed by Deligne and Ribet. Let
Oψ be the ring of integers of the finite extension of Qp obtained by adjoining the
values of ψ . Let Hψ(T ) = ε(γF )(1+T )−1 if ψ = 1 (i.e., χ = ω) and otherwise let
Hψ(T ) = 1. Deligne and Ribet proved that there is a power series Gψ(T ) ∈ Oψ [[T ]]
such that

Lp(ψ, 1 − s) = Gψ(u
s − 1)

Hψ(us − 1)
, u = ε(γF ).

In particular, if n ≥ 1 is any positive integer, then

L(p)(ω−nψ, 1 − n) = Gψ(u
n − 1)

Hψ(un − 1)
,

where the left-hand side is the value at s = 1 − n of the usual Hecke L-function for
the character ω−nψ (the superscript ‘(p)’ denotes the omission of Euler factors at
the primes above p).

Let - ∈ Oψ be a uniformizer. The Weierstrass preparation theorem for Oψ [[T ]]
asserts that any power series P(T ) ∈ Oψ [[T ]] can be uniquely expressed as F(T ) =
-μ ·f (T )·u(T ) with μ ≥ 0 an integer, f (T ) a monic polynomial such that f (T ) ≡
T deg(f ) mod - , and u ∈ Oψ [[T ]]× a unit. The exponent μ (the ‘μ-invariant’) and
the polynomial f (T ) (the ‘Weierstrass polynomial of F(T )’) do not depend on the
choice of - . Let gψ(T ) ∈ Oψ [T ] be the Weierstrass polynomial of the power series
Gψ(T ).

Conjecture 17 (The Main Conjecture of Iwasawa Theory for F ) For K/F and
χ as above and for u = ε(γF ),

fχ (T ) = gχ−1ω(u(1 + T )−1 − 1).

That is, the eigenvalues of the action of γF − 1 on V χ are exactly the zeros of
Gχ−1ω(u(1 + T )−1 − 1), when both are counted with multiplicity.

For F = Q this conjecture was made by Iwasawa. The extension of the
conjecture to totally real fields was made by Coates, Greenberg, and Oesterlé. The
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case F = Q of this conjecture was proved by Mazur and Wiles [9]. The general
conjecture was proved by Wiles [13] following partial results in [11].

The Main Conjecture with μ-Invariant

If χ has order prime to p then there is an a priori stronger version of the Main
Conjecture. We suppose that the degree of K/F is prime to p (for example, K
could be the splitting field of χ). Then ΔF

∼= Gal(K(ζp)/F ) also has order prime
to p, and we can define an idempotent eχ = 1

#ΔF

∑
σ∈ΔF

χ−1(σ )σ ∈ Oχ [ΔF ].
We set Xχ = eχ (X ⊗Zp Oχ ). Iwasawa proved that that under the natural action of
ΓF on X, X is a finitely-generated torsion Zp[[ΓF ]]-module. Hence Xχ is a finitely-
generated torsion Λχ -module, where Λχ = Oχ [[ΓF ]]. The choice of the generator
γF ∈ ΓF identifies Λχ with the power-series ring Oχ [[T ]] via γF �→ 1 + T .

Finitely-generated Λχ -modules have a structure theory reminiscent of that
of finitely-generated modules over a PID. In particular, Xχ admits a Λχ -
homomorphism to a product of cyclic Λχ -modules

Xχ →
rχ∏

i=1

Λχ/(fχ,i ) (1)

with finite-order kernel and cokernel. The ideal

charΛχ (X
χ) =

( rχ∏

i=1

fχ,i

)

⊂ Λχ

is well-defined and called the characteristic ideal of Xχ .

Conjecture 18 (The Main Conjecture of Iwasawa Theory for F (with μ-
invariant)) For K/F and χ as above with K/F of degree prime to p, and for
u = ε(γ ),

charΛχ (X
χ) = (Gχ−1ω(u(1 + T )−1 − 1)).

For F = Q this is a consequence of the work of Mazur and Wiles [9]. For general
totally real F , Wiles also proved this conjecture in [13].

Let - ∈ Oχ be a uniformizer. Then there is an integer μχ ≥ 0 (the μ-invariant)
such that charΛχ (X

χ) = (-μχ fχ (T )). Similarly, by Weierstrass preparation,
Gψ(T ) = -μψ gψ(T )u(T ) with u(T ) ∈ Λ×

χ . So the conjecture ‘(with μ-invariant)’
strengthens the previous one by asserting that in addition to fχ (T ) = gχ−1ω(u(1 +
T )−1 − 1), when K/F has degree prime to p one has μχ = μχ−1ω. It has been
conjectured that both μχ and μχ−1ω are always zero, but this has only been proved
for F = Q (first by Ferraro and Washington).
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A Refined Class Number Formula

One important consequence of the proof of the Main Conjecture is a refined class
number formula for certain Hecke L-series. We explain this in a special case.

We now take F = Q, K = Q(ζp), and χ = ωi for some odd integer 1 < i <

p − 1. Then H = K and H∞ = Q(ζp∞), so Gal(H∞/F ) = G = Δ × Γ . The
character ψ = χ−1ω is just ωj for the even integer 0 < j < p − 1 such that
j ≡ 1 − i mod p − 1. Also, Λχ = Zp[[T ]] = Λ. The power series Gωj (T ) is just
the power series Gj(T ) that appeared in the Example 3.3.

Let Xn = Gal(Ln/Q(ζpn+1)) be the Galois group of the maximal unramified
abelian pro-p-extension Ln of Q(ζpn+1). By class field theory there is a Gn-
equivariant isomorphism of Xn with the p-part An of the class group of Q(ζpn+1).
Consequently, there are isomorphisms Xχ

n = eχ (Xn) ∼= eχ (An) = A
χ
n . Iwasawa

proved that Xχ/(γ pn − 1)Xχ ∼→ X
χ
n
∼= A

χ
n , and that Xχ has no non-zero finite-

order Λ-submodule. Together with the Main Conjecture, these imply that

#Aχ
n = #Xχ/(γ pn − 1)Xχ = #Λ/(charΛ(X

χ ), γ pn − 1)

= #Zp[[T ]]/(Gχ−1ω(u(1 + T )−1 − 1), (1 + T )p
n − 1).

Specializing to n = 0 yields a refined class number formula proposed by Iwasawa
and Leopoldt:

A Refined Class Number Formula Let χ = ωi with 1 < i < p− 1 an odd integer.
Then

#Aχ

0 = #Zp/(L(χ
−1, 0)). (RCF)

There is an analogous formula for odd Hecke characters χ of totally real fields if
the order of χ is prime to p.

Significant progress toward this refined class number formula (RCF) had pre-
ceded [9]. Using the arithmetic of cyclotomic fields, and especially the cyclotomic
units appearing in Sect. 3.3, Herbrand had proved that the non-triviality of the left-
hand side of (RCF) implies the non-triviality of the right-hand side. Ribet, using
deep results about the geometry of the modular curve X1(p), later proved the
opposite implication. In [6] Wiles greatly extended both Ribet’s techniques and
ideas from Mazur’s Eisenstein ideal paper to show that if Aχ

0 is a cyclic Zp-module,
then the refined class number formula (RCF) holds. This paper laid the foundation
for the subsequent proof by Mazur and Wiles of the main conjecture (and hence the
refined class number formula).

Remark 19 In our statement of the refined class number formula (RCF) we omitted
the case i = 1. This was solely for convenience, and the formula can be easily
extended to include this case: the residue formula for the p-adic ζ -function shows
that Gω0(T ) is a unit, while it follows from results of Stickelberger that Xω = 0.
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Some additional arithmetic applications of the Main Conjecture can be found
in [14].

The Birch–Tate Conjecture

Another important consequence of the proof of the Main Conjecture is the (prime-
to-2) Birch–Tate formula for the order of the K2-group of the ring of integers of a
totally real number field:

The Birch–Tate Formula Let F be a totally real number field and OF its ring of
integers. Then

#K2OF ∼ w2(F )ζF (−1), (BTF)

where ‘∼’ denotes equality up to a unit in Z[ 1
2 ].

Coates showed how (BTF) follows from Tate’s description of K2 and the Main
Conjecture.

Other Formulations

There are other equivalent formulations of the main conjecture for Q. We explain
one in the case where F = Q, K/F = Q(ζp)/Q, and χ = ωi , 1 ≤ i < p − 1 an
odd integer. Let ψ = χ−1ω.

Let En be the group of units in Z[ζp] and let E = lim←−n
En be the projective

limit with respect to the norm maps from Q(ζpn+1) to Q(ζpn). Then E ⊂ U , where
U is the group of local units so denoted in Sect. 3.3. In particular, the group C of
cyclotomic units also described there is a subgroup of E. Let E be the closure of E in
U . An alternative formulation of the Main Conjecture involves (E/C)ψ = eψ(E/C).

Conjecture 20 (The Main Conjecture forωi (alternative formulation)) Let χ =
ωi with 1 ≤ i < p − 1 an odd integer, and let ψ = χ−1ω. Then

charΛ(Xψ) = charΛ((E/C)ψ).

Note that this formulation does not involve p-adic L-functions. The equivalence
with the statement given before comes via the theorem stated in Sect. 3.3, as we
explain.

Let Y = Gal(M∞/K∞), where M∞ is the maximal abelian pro-p-extension of
K∞ that is unramified away from the primes above p. Global class field theory then
gives an exact sequence

0 → (E/C)ψ → (U/C)ψ → Yψ → Xψ → 0.
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A duality argument from global class field theory shows that charΛ(Yψ) is the image
of charΛ(Xχ) under the involution onΛ that sends T to u(1+T )−1−1. In particular,
the Main Conjecture for χ is true if and only if charΛ(Yψ) = (Gψ(T )). By the
theorem in Sect. 3.3, charΛ((U/C)ψ) = (Gψ(T )). Using this, the equivalence of
the Main Conjecture with the alternative formulation then follows from the exact
sequence above and basic properties of characteristic ideals.

5.2 The Proof by Mazur and Wiles

In [9] Mazur and Wiles proved the Main Conjecture of Iwasawa Theory for Q:

Theorem 21 ([9, Thm., p. 211]) The Main Conjecture of Iwasawa Theory for Q is
true.

The proof in [9] builds on the groundwork laid in [6] (and in Mazur’s work
on the Eisenstein ideal). The main ingredients are (1) the work of Kubert and
Lang connecting the Stickelberger ideal – and hence the p-adic L-functions of
even Dirichlet characters – to the cuspidal subgroups in the Jacobians of modular
curves, and (2) a deep analysis of the geometry of modular curves and their
Jacobians, especially their (bad) reduction at p, permitting the construction of
suitable extensions of the (p-parts) of the cuspidal subgroups; the splitting fields
of these extensions over the various K(ζpn) correspond to ‘large’ quotients of Xχ .
These quotients are then shown to be large enough that the Main Conjecture follows.
In the following we attempt a more detailed sketch of these arguments in a special
case.

We now focus on the case where F = Q, K/F = Q(ζp)/Q, and χ = ωi for
some odd integer 1 ≤ i < p − 1. Then ψ = χ−1ω = ωj for some even integer
0 ≤ j < p − 2. Let Λ = Zp[[Γ ]], which is identified with Zp[[T ]] via γ �→ 1 + T .

An important observation in [9] is that it suffices to prove the following for all n
and all odd χ :

FittΛ(Xχ/((γ u)p
n − 1)Xχ) ⊂ (Gψ(u(1 + T )−1 − 1), (γ u)p

n − 1) (MW1)

Here, for a finite R-module M , FittR(M) denotes the 0th Fitting ideal of M . The
reduction to (MW1) goes as follows: By properties of Fitting ideals,

FittΛ(Xχ) mod ((γ u)p
n − 1) = FittΛ(Xχ/((γ u)p

n − 1)Xχ),

so knowing (MW1) for all n implies that FittΛ(Xχ) ⊂ (Gψ(u(1+T )−1−1)). Since
the characteristic ideal of Xχ is contained in FittΛ(Xχ) (with finite index), it then
follows that

charΛ(X
χ ) ⊆ (Gψ(u(1 + T )−1 − 1)). (MW2)
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As previously explained by Iwasawa, the analytic class number formula implies that
the products over the odd characters χ of the left- and right-hand sides of (MW2)
are equal. Combined with the inclusions (MW2) for all odd χ , it follows that the
inclusion in (MW2) must be an equality for each χ . That is, the Main Conjecture is
true. Note that this proves the Main Conjecture for all odd characters of Δ at once –
it is an all-or-none strategy.

To give an idea of the arguments in [9] establishing (MW1), we begin with the
case n = 0, which is essentially done in [6]. First we note that Xω = 0 and Xω−1 =
0, by classical results of Stickelberger and Herbrand, hence the inclusion (MW1) is
immediate in these cases (for all n). So we focus on χ �= ω±1.

The Cuspidal Subgroup

The modular curve X1(p) has a canonical model over Q such that the cusp ∞
is defined over Q(ζp)

+ and the cusp 0 is defined over Q. In this model the
action of Gal(Q/Q) on ∞ is via the diamond Hecke operators and factors through
the surjection to Gal(Q(ζp)/Q): If σ ∈ Gal(Q/Q) is such that its image in
Gal(Q(ζp)/Q) ∼= (Z/pZ)× corresponds to a ∈ (Z/pZ)×, then σ · ∞ = 〈a〉 · ∞.
In particular, this gives a well-defined action of Gal(Q(ζp∞)/Q) = Δ × Γ on (the
Galois orbit of) ∞; Γ acts trivially. Let Z[Δ]0 be the degree 0-elements in Z[Δ]
(the kernel of the augmentation map), and let C ⊂ J1(p) be the image of Z[Δ]0 ·∞;
this is a finite subgroup (by the Manin–Drinfeld theorem). Let θ = χω, and put

C(θ) = eθ (C⊗ Zp) ⊂ J1(p)[p∞].

Here eθ ∈ Zp[Δ] is the idempotent associated with θ . So C(θ) is just the θ -
isotypical piece of the p-primary part of C. As θ �= ω2, the theory of modular units
developed by Kubert and Lang shows that there is an isomorphism of Λ-modules

C(θ) ∼= Λ/(Gψ(u(1+T )−1 −1), u(1+T )−1) ∼= Zp/(L(θ
−1,−1)). (MW3)

The Good Quotient

The modular curve X0(p) also has a canonical model over Q and the standard
projection map X1(p) → X0(p) of modular curves (given by τ �→ τ on the
usual complex uniformizations by the complex upper half-plane) is defined over
Q and induces a map of Jacobians J0(p) → J1(p) by Picard functoriality. Let A
be the quotient of J1(p) by the image of this map. Then A has good reduction over
Q(ζp)

+. As the action of the diamond operators on J0(p) is trivial and θ �= 1,
the group C(θ) injects into A. Let Φ ⊂ A[p∞] be the maximal subgroup of μ-type,
that is, the maximal Q-subgroup whose irreducibleZp[Gal(Q/Q)]-subquotients are
all isomorphic to μp; this is a finite group. Let B = A/Φ. Then B also has good
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reduction over Q(ζp)
+, and C(θ) injects into B since θ �= ω. The abelian variety B

is the so-called ‘good quotient’ of J1(p).

The Extension

Let T be the commutative subalgebra of the endomorphism ring of J1(p) generated
by the usual Hecke operators (Tn and 〈n〉 for (n, p) = 1 and Up). Then T acts on
C(θ). Let I ⊂ T be the annihilator of C(θ). Since the image of J0(p) is T-stable,
T also acts on A and even on B since Φ is also T-stable by maximality. Mazur and
Wiles consider the extension

0 → C(θ) → B[I] → M → 0

of Zp[Gal(Q/Q)]-modules. Here M is defined to be the cokernel of the inclusion
C(θ) ⊂ B[I]. By analyzing the geometry of the abelian variety B, Mazur and Wiles
show that

(i) B[I] ∼= C(θ)⊕M as a Gal(Qp/Qp)-module,

(ii) the action of Gal(Q/Q) on M is via the cyclotomic character ε,

(iii) lengthZp
(M) ≥ lengthZp

(T/I) = lengthZp
(C(θ)).

(MW4)

Let r ≥ 0 be so large that Fr = Q(ζpr+1) contains the splitting field of M . Let
L/Fr be the splitting field over Fr of the extension B[I]. As the Galois action on
B[p∞] is unramified at each prime � �= p, it follows from (MW4)(i) that L/Fr is
an unramified extension of p-power order. Consider the pairing

(·, ·) : Gal(L/Fr)×M → C(θ), (σ,m) = σ(m̃)− m̃,

where m̃ ∈ B[I] is any element projecting to m. This is a Gal(Q/Q)-equivariant
pairing. The kernel in Gal(L/Fr) is trivial by the definition of L, while the kernel in
M is trivial since B has no non-zeroμ-type subgroups by construction. In particular,
there is a Gal(Q/Q)-equivariant isomorphism

Gal(L/Fr)
∼→ HomZp (M,C(θ)).

The action of Gal(Q/Q) on the right-hand side factors through G = Δ×Γ , and the
action of Δ is by θω−1 = χ while the action of Γ is via ε−1 (so γ acts as u−1); this
follows from (MW4)(ii). It follows that Gal(L/Fr) is a quotient of Xχ/(γ u−1)Xχ .
In particular, there is a Λ-module surjection

Xχ/(γ u− 1)Xχ � HomZp (M,C(θ)).
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The inclusion (MW1) (for n = 0) now follows from (MW3), (MW4)(iii), and basic
properties of Fitting ideals.

The proof of (MW1) for n > 0 follows along similar lines. The role of the
abelian variety A is played by an abelian variety quotient J1(p

n) � An that is
defined inductively on n. The abelian variety An has good reduction over Q(ζpn)+.
Analyzing the geometry of the reduction of An, Mazur and Wiles used the ideas of
Kubert and Lang to construct a cuspidal divisor subgroup Cn(θ) ⊂ An[p∞] that is
isomorphic to Λ/(Gψ(u(1 + T )−1 − 1), (u(1 + T ))p

n − 1) as a Λ-module. This
replaces (MW3). The construction of the analog of the extension B[I] proceeds
similarly, though additional complications arise from Cn(θ) not being a cyclic Zp-
module.

A more detailed description of the results of Mazur and Wiles can be found in
the Bourbaki seminar by Coates [37].

Remark 22 Iwasawa was led to his Main Conjecture in large part by analogy with
Weil’s theory of the action of Frobenius on the p-power torsion in the Jacobian of a
smooth, geometrically connected, projective curve X over a finite field F�, � �= p.
Mazur and Wiles [8] uncovered another such analogy in the course of proving the
Main Conjecture for Q.

5.3 Wiles’s Proof for Totally Real Fields

In the paper [11], Wiles made substantial progress towards a proof of the Main
Conjecture for totally real fields. This included a new proof of the Main Conjecture
for Q. These methods were refined in [13], culminating in a proof of the complete
Main Conjecture for totally real fields:

Theorem 23 ([13, Thms. 1.2,1.4]) Let F be a totally real number field. The Main
Conjecture for F (including the case with μ-invariant) is true.

We note that we are continuing to assume that p is odd. However, Wiles’s results
in [13] cover some cases for p = 2, including the Main Conjecture for Q for p = 2
(without μ-invariant).

In Wiles’s new proof, the detailed analysis of the cuspidal divisor group Cn(θ)

in [9], which relied on explicit modular units and a study of the mod p reduction of
Jacobians of modular curves, is replaced with an analysis of congruences between
Eisenstein series and modular forms. The good quotient abelian variety Bn is
replaced with a suitable lattice in a sum of p-adic Galois representations associated
with some ‘good’ cuspidal eigenforms. The reduction of this lattice modulo the
analog of the ideal I – the Eisenstein ideal – becomes an extension of the sought-
for type. This is a vast generalization of the method used by Ribet [71] to prove
the converse to Herbrand’s theorem, an early step toward the refined class number
formula (RCF).
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We try to give some further idea of these new methods in the context of the n = 0
case of (MW1).

Let TZp = T⊗ Zp. Recall that θ = χω and let Iθ ⊂ TZp be the ideal generated
by Up − 1 and T� − 1 − θ−1(�)� and 〈�〉 − θ−1(�) for all primes � �= p. The
ideal Iθ is sometimes called the Eisenstein ideal since the (abstract) Hecke operators
generating it annihilate the weight 2 Eisenstein series with q-expansion

E2(θ
−1) = L(θ−1,−1)

2
+

∞∑

n=1

⎛

⎝
∑

d |n
θ−1(d)d

⎞

⎠ qn.

One key step in Wiles’s approach is to prove that there is a Zp-algebra surjection:

TZp/Iθ � Zp/(L(θ
−1,−1)), (EC1)

which necessarily maps each T� to 1+ θ−1(�)� mod L(θ−1,−1). This is essentially
proved by showing that there is a modular form G = 1 + ∑

n=1 anq
n of level

p and Nebentypus θ−1 with Zp-integral q-expansion. Then F = E2(θ
−1) −

L(θ−1,−1)
2 ·G =∑∞

n=0 bnq
n is essentially a cusp form with Zp-integral q-expansion

coefficients bn with the property that b� ≡ 1 + θ−1(�)� mod L(θ−1,−1) for all
� �= p. And the map in (EC1) is just given by T� �→ b� mod L(θ−1,−1). To make
this precise, one needs to apply Hida’s ordinary projector e = lim−→n

Un!
p to F (in part

because of a possible constant term at the cusp 0.)
The next key step is to construct a suitable lattice in TpJ1(p) ⊗ Qp. Let T =

e(TpJ1(p)). This is a module for the ordinary Hecke algebra Tp = eTZp . Let V =
T ⊗Zp Qp. Then

(i) V is a free Tp ⊗Zp Qp-module of rank 2;
(ii) V is an irreducible Tp ⊗Zp Qp[Gal(Q/Q)]-module;

(iii) there is a unique Gal(Qp/Qp)-stable Tp ⊗Zp Qp-submodule V+ ⊂ V

that is free of rank one; the quotient V/V+ is unramified at p.
(EC2)

The space V can be identified as the sum of the p-adic Galois representations
associated with certain newforms of weight 2 and level p. Properties (i)–(iii) can be
deduced from corresponding properties of these representations (the results of the
work of many mathematicians, especially Deligne, Langlands, Mazur and Wiles).
Let v+ ∈ V + be a Tp ⊗Zp Qp-generator, and let L = Tp[Gal(Q/Q)] · v+ ⊂ V .
This is a full lattice in V by (ii). In particular, it is a faithful Tp-module. One
then considers the quotient L/IθL. Using the Eichler–Shimura congruence relation
(which describes the trace of a Frobenius at � on V as the operator T� for � �= p),
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one can deduce that L is a Gal(Q/Q) extension

0 → L1 → L/IθL → L2 → 0 (EC3)

with Gal(Q/Q) acting trivially on L1 and by θ−1ε on L2. Furthermore, as a Tp-
module, L2 ∼= Tp/IθTp = TZp/Iθ (the last equality follows since Up − 1 ∈ Iθ ),
and the faithfulness of L as a Tp-module together with (EC2)(i) implies that
length

Zp
(L1) ≥ length

Zp
(Tp/IθTp). The Galois action on L is unramified away

from p, while (EC2)(iii) and the choice of v+ implies that (EC3) splits as a
Gal(Qp/Qp)-extension. Using (EC1), the inclusion (MW1) (for n = 0) can now
be deduced exactly as before.

In [13] Wiles used a variant of this approach to establish (MW2) directly, using
Hida families of modular forms over the Iwasawa algebra Λ (for Hida families see
Sect. 6.3 below). But the structure of the argument was the same as sketched above.

The advantage of this approach is that the geometry of the modular curves and
their Jacobians has receded into the background: it only plays a role in establishing
the properties of the Galois representations associated with newforms. This was a
crucial shift that allowed the arguments to extend to Hilbert modular forms and so
to a proof of the Main Conjecture for totally real fields. Suppose F �= Q. Eisenstein
series exist on the Hilbert modular variety and not on any Shimura curve, but the
two-dimensional p-adic Galois representations one seeks to use are found (with a
few exceptions) in the cohomology of Shimura curves (which have no cusps) and
not in the cohomology of the Hilbert modular variety.

Not surprisingly, there were technical challenges to making this argument work
for general totally real fields. Among these were (a) our ignorance of the truth of
Leopoldt’s conjecture for general totally real fields (that F∞ should be the unique
Zp-extension of F ), (b) the possibility of exceptional zeros of the forms ζ − 1,
ζ ∈ μp∞ , of fχ (T ), and (c) that certain Hilbert modular forms do not have Jacquet–
Langlands transfers to quaternion algebras with an associated Shimura curve (their
two-dimensional Galois representations are not found in the cohomology of any
Shimura curve). Wiles succeeded in overcoming (a) and especially (b) by a limiting
argument, working with characters χρ with ρ of p-power order but such that fχρ(T )
does not have the exceptional zero of interest. In hindsight this argument presages
the ‘patching’ argument that was to be so crucial to the proof of the modularity
of elliptic curves. The existence of the Galois representations not found in the
cohomology of Shimura curves was established by Wiles in [12] (see Sect. 6.4
below).

5.4 Further Developments

Ideas of Thaine and Kolyvagin eventually led to a proof of Iwasawa’s Main
Conjecture for Q using the Euler system of cyclotomic units by Rubin (see [78] and
Rubin’s appendix in [64]). This argument actually proved the alternative formulation
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described in section “Other Formulations”. But Wiles’s proof remains the only
proof to date of the Iwasawa Main Conjecture for general totally real fields. The
structure of his proof – combining special (usually Eisenstein) congruences for
Hida families with lattice constructions in Galois representations to construct ‘large’
pieces of Selmer groups – has proven to be robust and has been applied to make
progress on other ‘main conjectures.’ Mazur and Tilouine [67] and then Hida and
Tilouine [54] used this strategy to prove results in the direction of the anticyclotomic
main conjecture for CM fields. Eric Urban and the author [84] followed this same
strategy, but with classical modular forms replaced with modular forms for U(2, 2),
to prove one divisibility (p-adic L-function divides characteristic ideal) in the main
conjecture for many elliptic curves. Kato had already proven the opposite divisibility
[57], and in combination this resulted in the main conjecture for (most) elliptic
curves at ordinary primes. The analog of the refined class number formula (RCF)
in this case is the p-part of the conjectured formula for Birch and Swinnerton-Dyer
when L(E, 1) �= 0, as well as the consequence that L(E, 1) = 0 if and only if
the Selmer group of E/Q has infinite order (which is consistent with the Birch–
Swinnerton-Dyer Conjecture).

6 Galois Representations

The p-adic Galois representations associated with Hecke characters, elliptic curves,
and modular forms have played prominent roles in the proofs of all of Wiles’s
theorems. In most instances, fundamental properties of these representations (e.g.,
ramification, characteristic polynomials of Frobenius elements) had already been
established. But in a few cases, Wiles had to first prove the necessary properties or
even prove that the desired Galois representations exist. Such results, for example,
were required to complete the proof of the Main Conjecture of Iwasawa theory for
totally real fields.

In the following we recall the Galois representations associated with modular
forms and Hilbert modular forms and describe some of Wiles’s results pertaining
to them. These results include Wiles’s proof that the p-adic Galois representation
associated with a p-ordinary (Hilbert) modular eigenform is ordinary at p (that is,
the restriction to a decomposition group at p is upper-triangular) as well as his proof
of the existence of the ‘missing’ representations associated to p-ordinary Hilbert
modular forms when the degree of the totally real field is even.

Let p be a prime. In this section we do not assume that p is odd unless explicitly
stated.

For a number field F , let F be a separable algebraic closure of F and let GF =
Gal(F/F). For each place v of F , let F v be a separable algebraic closure of the
completion Fv and let GFv = Gal(F v/F ). Let Iv ⊂ GFv be the inertia subgroup.
We write Frobv for a (arithmetic) Frobenius element in GFv/Iv . Fix an embedding
F ↪→ Fv . This identifies GFv with a decomposition subgroup in GF .
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6.1 Galois Representations of Modular Forms

Let f ∈ Sk(N, χ) be a newform of weight k, level N , and Nebentypus χ . Let
f (τ) = ∑n

n=1 anq
n, q = e2πiτ , be the usual Fourier expansion of f . The L-

function of f is just

L(f, s) =
∞∑

n=1

ann
−s =

∏

primes �

L�(f ; �−s)−1,

where L�(f ;X) = 1 − a�X + χ(�)�k−1X2 if � � N , and L�(f ;X) = 1 − a�X

if � | N . The an are the eigenvalues of Hecke operators acting on f and generate
a finite extension Q(f ) ⊂ C of Q. The an are in fact algebraic integers and so
belong to the ring of integers Z(f ) of Q(f ). Let p ⊂ Z(f ) be a prime above p and
let K = Q(f )p and O = Z(f )p. Deligne showed that there is a two-dimensional
continuous semisimple K-linear representation Vf of GQ,

ρf : GQ → AutK(Vf ),

with the following properties: (1) det ρf = χεk−1 is the product of the finite Galois
character associated with χ and the (k − 1)-th power of the p-adic cyclotomic
character, (2) Vf is unramified at the primes � � pN , and (3) for � � pN ,
traceρf (Frob�) = a�. We note that by the Chebotarev Density Theorem and the
Brauer–Nesbitt Theorem, (2) and (3) are enough to characterize ρf . From (1)
together with the fact that χ(−1) = (−1)k we conclude that (4) the eigenvalues of
a complex conjugation are +1 and −1 (ρf is odd). Also, refinements of Deligne’s
work by Langlands and Carayol improved on (4), showing that: (5) the level N of f
equals the prime-to-p Artin conductor of Vf , and the Euler factors of the L-function
L(f, s) =∑∞

n=1 ann
−s =∏

�(1− a��
−s + χ(�)�k−1−2s)−1 can be recovered from

Vf :

L�(f ;X) = det(1 − X Frob� |(Vf )I� ), � �= p,

where (−)I� denotes the I�-coinvariants (i.e., the maximal unramified quotient).
Properties (1)-(5) can be more succinctly expressed in a (slightly stronger) statement
of ‘local–global compatibility’ with respect to the local Langlands correspondence,
but we do not go into this here.

A modular form is said to be ordinary at p if ap is a p-adic unit (a unit in Z(f )p).
In this case, it is a consequence of results of Mazur and Wiles [10] and results of
Hida that:

Theorem 24 ([10, Prop. 2], [12, Thm. 2]) Suppose f is ordinary at p. Then

ρf |GQp
∼=
(
α−1χεk−1 ∗

0 α

)
,
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where α is the unique unramified character of GQp such that α(Frobp) = αp, where
αp = ap if p | N , and otherwise αp is a unit root of X2 − apX + χ(p)pk−1.

Note that αp is uniquely determined if k ≥ 2 or χ is ramified at p. But if k = 1
and χ is unramified, there are two unit roots. However, in that case the restriction of
the representation to GQp is split.

The result in [10] imposes some restrictions on the χ and the level N . These
were lifted in [11] and [12]. Below we provide a brief sketch of the argument from
the latter two papers as well as include a few words about the results for Hilbert
modular forms. But before doing this we recall an important tool for studying Galois
representations that was introduced in [12].

6.2 Pseudorepresentations

In [12] Wiles introduced the notion of a pseudorepresentation, which has ever since
been an extremely useful tool in the hands of those studying Galois representations.

Let G be a group and R a commutative ring. As introduced in [12, pp. 563–
564], a pseudorepresentation of G in R is a tuple of maps (a, d, x), a, d : G → R

and x : G × G → R, satisfying certain relations. These relations are those one
would expect if a(g) and d(g) were the diagonal entries of a two-dimensional

representation ρ : G → GL2(R), ρ(g) =
(
a(g) b(g)
c(g) d(g)

)
, and x was given by

x(g, g′) = b(g)c(g′). In particular, for such a representation ρ, the maps a(g), d(g),
and x(g, g′) = b(g)c(g′) form a pseudorepresentation. If G and R are a topological
group and ring, respectively, then we say a pseudorepresentation (a, d, x) of G in
R is continuous if a, d , and x are continuous maps. Two important properties of
pseudorepresentations are:

(PR1) If some xg0,h0 is invertible in R or if x is identically 0, then there exists
a representation ρ : G → GL2(R) such that traceρ(g) = a(g) + d(g) and
det ρ(σ) = a(g)d(g)− x(g, g).

(PR2) If {ai}i∈I is a collection of ideals of R and {(ai, bi, xi)}i∈I are pseudorep-
resentations in R/ai such that (ai, bi, xi) and (aj , bj , xj ) agree modulo ai + aj
for all i, j ∈ I , then there is a pseudorepresentation (a, d, x) in R/ ∩i∈I ai such
that for each i ∈ I , (ai, di, xi) is the reduction of (a, d, x) modulo ai .

An important example of a continuous pseudorepresentation is that associated
with a newform f . Returning to the notation from the previous section, fix a basis
of V with respect to which complex conjugation c has image ρf (c) = (

1 0
0 −1

)
.

The matrix entries a(σ), d(σ), and x(σ, τ ) = b(σ)c(σ ) with respect to this
basis are a continuous pseudorepresentation of GQ in Z(f )p and even in the
Zp-subalgebra generated by the a� for all but finitely many primes �. (Note that
a(σ) = 1

2 (trace ρ(σ)+ traceρ(cσ)), etc.)
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6.3 Ordinarity of Galois Representations

We return to the sketch of the proof of the theorem stated in Sect. 6.1.
Suppose first that f has weight 2. A construction of Shimura associates to f

an abelian variety A over Q of dimension equal to [Q(f ) : Q] with an injection
Z(f ) ↪→ EndQ(A) and such that Vf

∼= TpA⊗Z(f )⊗Zp K . If p � N or χ is ramified
at p, then A has potentially good reduction at p; it acquires good reduction over
any extension that splits the ramification at p of the character χ . Working over such
an extension if necessary one then has that the trace of any power of the Frobenius
acting on D(A[p∞])⊗Z(f ) Z(f )p, D(A[p∞]) being the Dieudonné module of the
p-divisible group A[p∞], agrees with the trace of the power of the Frobenius at p
on any �-adic representation associated to f , � �= p. The theorem in these cases
then follows easily. To deduce the theorem in the remaining cases from these, Wiles
makes use of certain p-adic analytic families of modular forms – Hida families.

We will say that an eigenform f ∈ Sk(N, χ) is a p-stablilized newform if p | N
and f is an eigenform for the Up-operator and either f is a newform or f (τ) =
f0(τ ) − βpf0(pτ) for some newform f0 of level N0 = N/p with p � N0. For
example, if f is a newform that is ordinary at p, then either fα = f is p-stabilized
(when p | N) or fα(τ ) = f (τ)−βpf (pτ) is p-stabilized, where βp is the non-unit
root of X2 − apX + χ(p)pk−1 if k ≥ 2. In both cases the eigenvalue of Up acting
on fα is the p-adic unit αp. We call fα the ordinary p-stabilization of f .

Let f ∈ Sk(N, χ) be a newform that is ordinary at p. Let O = Z(f )p and
ΛO = O[[Γ ]], where Γ is as in Sect. 5.1. Let γ ∈ Γ be a topological generator and
u = ε(γ ). There is a finite, normal extension I of ΛO and a formal q-expansion

f =
∞∑

n=1

anq
n ∈ I[[q]]

with the following properties: (a) for all but finitely many O-algebra homomor-
phisms φ : I → Qp such that φ(γ ) = ζukφ−2, kφ ≥ 2 an integer and ζ a primitive
prφ th root of unity,

fφ =
∞∑

n=1

φ(an)q
n

is the q-expansion of a p-stabilized newform of level dividing Nprφ+1 and
Nebentypus χω2−kφχζ , where χζ : (Z/prφ+1

Z)× → μp∞ is the character of order
prφ such that χζ (u) = ζ−1, and (b) there is some such φ0 with kφ0 = k and rφ0 = 0
for which fφ0 = fα , the ordinary p-stabilization of f . The formal series f satisfying
(a) is often referred to as a Hida family. Part of the assertion here is that there is a
Hida family specializing to f . The Hida family f is used as follows.

For φ as in (a), let Pφ = ker(φ). Applying property (PR2) to the set of ideals
Pφ and the pseudo-representations associated to the fφ , it follows that there is a
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continuous pseudorepresentation (a,d,x) of GQ in I that specializes under each
φ to the pseudorepresentation of fφ . Let FI be the field of fractions of I. By
property (PR1), there is a semisimple representation ρf : GQ → GL2(FI) such that
traceρf = a+ d and detρf = χεΦ, where Φ : GQ � Γ ↪→ Λ×

O is the canonical
character. Let Vf be the representation space of ρf . As each localization IPφ is a
DVR, for each φ there exists a GQ-stable rank two IPφ -lattice Mφ ⊂ Vf such that
the semisimplification of Mf mod Pφ is isomorphic to Vfφ as a GQ-representation.
To prove the theorem it then suffices to prove that there is a FI-line in Vf on which
GQp acts as α−1

f χεΦ, where αf : GQp → I× is the continuous unramified character
such that αf (Frobp) = ap. For then the intersection of this line with Mφ0 reduces
modulo Pφ0 to a K-line on which GQp acts as α−1χεk−1.

Let X be the set of homomorphisms φ such that kφ = 2 and χχζ is ramified at p.
The set of primes Pφ = ker(φ), φ ∈ X, is Zariski dense in I. Since the conclusion of
the above theorem has been observed to hold for each ρfφ , φ ∈ X, it readily follows

that on GQp , a+ d = αf + α−1
f χεΦ and x = 0.

Let τ ∈ GQp such that αf (τ ) �= α−1
f χΦ(τ). Then there exists a basis of Vf with

respect to which ρf (τ ) =
(
α−1
f χεΦ(τ) 0

0 αf (τ )

)
. Then either ρ|GQp

=
(
α−1
f χεΦ ∗

0 αf

)
or

ρ|GQp
=
(
α−1
f χεΦ 0

∗ αf

)
. As observed above, if the former holds then we are done,

so assume the latter holds. For all but finitely many φ ∈ X, the matrix entries of ρf
with respect to this basis belong to IPφ ; let X′ ⊂ X be the subset of such φ. Since
the conclusion of the theorem holds for fφ , φ ∈ X′, it follows that the reduction
of ∗ modulo Pφ is zero for all φ ∈ X′. But the set of such Pφ is Zariski dense in
∩φ∈X′IPφ , hence ∗ = 0.

6.4 Galois Representations of Hilbert Modular Forms

In [12] Wiles showed that the Theorem in Sect. 6.1 generalizes to include Hilbert
modular forms over any totally real field F . However, for this to even make sense,
Wiles had to also prove the existence of the Galois representations for some Hilbert
modular forms. We content ourselves with just indicating the broad outlines of what
is proved in [12].

Let f be a Hilbert modular newform over a totally real field F . As in [12],
suppose f has (parallel) weight k ≥ 1 and level n (an integral ideal of F ). If k ≥ 2
and

(G) either [F : Q] is odd or f is ‘square-integrable’ at some prime q | n
(more precisely, the local constituent at some q of the cuspidal automorphic
representation associated with f is supercuspidal or a twist of the Steinberg
representation),

then the two-dimensional p-adic Galois representations that one expects to be
associated with f occur in the cohomology of Shimura curves overF . But otherwise
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they do not. Part of [12] is the construction of the missing representations – for those
f that are ordinary at all primes above p – and a proof that they satisfy the analog
of property (5) of Sect. 6.1 (cf. [12, Thms. 2.1.2 & 2.1.3]).

Wiles developed enough of an analog of Hida’s theory for Hilbert modular forms
to prove that if f is ordinary, then it is the specialization of an analytic family f over
some I as in Sect. 6.3. With this in hand, the arguments of Sect. 6.3 carry over if (G)
holds. When (G) does not hold, Wiles again makes use of pseudorepresentations:
By analyzing congruences between Hida families, he proves that there are infinitely
many height one primes P ⊂ I such that there is a prime q � pn such that I/P ∼=
T(nq)

q−new
I

/aq. Here T(nq)q−new
I

is the Hecke algebra over I for the space of Hida
families over I that specialize to Hilbert modular forms that are ordinary at the
primes above p (but are not necessarily eigenforms) and that are new at the prime q
and aq is an ideal. As (G) holds for the eigenforms that are new at q, Wiles deduces
that their pseudorepresentations are specializations of a pseudorepresentation of GF

in T(nq)
q−new
I

, which yields a pseudorepresentation into I/P . From property (PR2)
of pseudorepresentations, it then follows that there is a pseudorepresentation in I that
is unramified. The Galois representation ρf : GF → GL2(FI) that then comes from
property (PR1) can be easily seen to have all the desired properties. The existence
and properties of ρf follow.

6.5 Further Developments

Taylor [86] used congruences and pseudorepresentations much as in Wiles’s argu-
ment to construct the expected p-adic Galois representations for all Hilbert modular
newforms of weights at least 2. Blasius and Rogawski [31] exploited the existence
of endoscopic lifts from U(2) to U(3) to find most of the Galois representations
associated with Hilbert modular forms in the cohomology of Picard modular
surfaces. This extended the class of such representations that have a geometric
realization, but forms of parallel weight 2 over an even degree field and forms
that have (partial) weight one are not covered by this result. These results left open
the full local-global compatibility of these representations at ramified primes. For
primes not dividing p this was completed by Blasius [32], while the general analog
of Wiles’s ordinarity result at the prime p was established by Saito [79] and Liu [65]
and in [83]. The latter two papers crucially use congruences and p-adic families
much as in Wiles’s arguments. Taylor extended Wiles’s notion of pseudorepresen-
tations to higher dimensions, using them to construct Galois representations for
Siegel modular forms of low weight [87] and even some cohomological cuspidal
represenations for GL2 over an imaginary quadratic field [88]. The use of p-
adic families of pseudorepresentations to construct missing Galois representations
and prove their local-global properties has permeated the field, as evidenced, for
example, in the work of Chenevier and Harris on Galois representations for unitary
groups [34]. Pseudorepresentations are an indispensible tool in the construction [53]
of Galois representations for cohomological automorphic representations of GLn
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over totally real and CM fields and in Scholze’s remarkable construction [81] of
Galois representations for torsion classes in the cohomology of these same groups.

7 Modularity of Elliptic Curves and Fermat’s Last Theorem

Wiles’s most celebrated breakthrough has been the proof that all semistable elliptic
curves over Q are modular, one consequence of which was the truth of Fermat’s
Last Theorem (finally!).

A history of the resolution of this problem in Wiles’s own words can be
found in the introduction to [16] and his address [15] to the 1994 International
Congress of Mathematicians. An additional discussion of this in the context of other
developments and problems in number theory can be found in the article [19], which
is essentially the text of Wiles’s talk at the 1998 ICM.

The impact of this modularity theorem has been far-reaching, going well beyond
a proof of Fermat’s Last Theorem. For example, many tools, techniques, and results
have been developed for modular elliptic curves (e.g., Heegner points, the Gross–
Zagier formula, the BSD conjecture in cases of analytic rank at most one, p-adic
L-functions, etc.). Thanks to Wiles’s theorem, and its subsequent extension to all
elliptic curves over Q, the previously common hypothesis that “E is a modular
elliptic curve” has been dropped. But this was just the start. The methods pioneered
in the proof of this modularity theorem have been remarkably robust and adaptable,
leading to resolutions of a host of problems within the circle of the Langlands
Program, including:

• the modularity of all elliptic curves over Q,
• the modularity of all elliptic curves over real quadratic fields and the meromor-

phic continuation of the Hasse–Weil L-functions of elliptic curves over all totally
real fields;

• a proof of Serre’s Conjecture,
• a proof of the Artin Conjecture for odd two-dimensional representations of

Gal(Q/Q),
• the automorphy of small symmetric powers of modular newforms, and the

potential automorphy of all symmetric powers,
• a proof of the Sato–Tate Conjecture for elliptic curves and even for all Hilbert

modular newforms (of weights at least two),
• the potential automorphy of a pure, regular, totally odd, polarizable, weakly

compatible system of �-adic Galois representations,

to list just a few. More are sure to come!
In the following we recall the modularity conjecture for elliptic curves and

Wiles’s modularity lifting theorem. We explain how the latter yielded a proof of
the former, at least for semistable curves, and we describe some of the key features
of Wiles’s proof.
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7.1 Elliptic Curves and Modular Forms

Let E be an elliptic curve over a number field F . There is an associated L-series
L(E/F, s), the Hasse–Weil L-function of E over F . As recalled in Sect. 4.1, this
L-series is first defined as an Euler product L(E/F, s) = ∏

v Lv(E/F ; q−s
v )−1,

where v runs over all finite places of F . The product converges absolutely for
Re(s) > 3

2 and defines a holomorphic function in this region. Hasse conjectured
that L(E/F, s) has a meromorphic continuation to all of C and satisfies a functional
equation relating L(E/F, s) to L(E/F, 2 − s). For elliptic curves with complex
multiplication this was proved by Deuring, who identified L(E/F, s) as the L-
function of a Hecke character. Shimura verified Hasse’s conjecture for those elliptic
curves over Q that admit a parameterization by a modular curve X0(N).

The converse theorems of Hecke and Weil show that if one assumes a holomor-
phic continuation and functional equation for all the twists of L(E/F, s) by Hecke
characters of F as well as boundedness in vertical strips, then the series L(E/F, s)

is a Mellin transform of a cuspidal modular newform. For F = Q this suggested
the following conjecture, a precise version of a remarkable idea of Shimura and
Taniyama:

Conjecture 25 (The Modularity Conjecture for Elliptic Curves) Let E be an
elliptic curve over Q of conductor N . Let L(E, s) = ∑∞

n=1 ann
−s be the Hasse–

Weil L-series of E/Q, and let f (τ) =∑∞
n=1 ane

2πiτ .

(a) f (τ) is a cuspidal newform of weight 2 for the congruence subgroup Γ0(N).
(b) There exists a non-constant Q-rational morphism φ : X0(N) → E such that

the pullback φ∗ωE of any non-zero invariant differential form on E is a multiple
of the differential form on X0(N) defined by f (τ) dτ .

In particular, L(E, s) has a holomorphic continuation, and ΛE(s) =
Ns/2(2π)−sΓ (s)L(E, s) satisfies ΛE(s) = wEΛ(E, 2 − s), wE = ±1.

It is a consequence of a construction of Shimura and of the isogeny theorem of
Faltings that parts (a) and (b) of this conjecture are equivalent.

The Modularity Conjecture was verified by Shimura for elliptic curves having
complex multiplication. It is now known to hold in full generality as a consequence
of Wiles’s groundbreaking work [16, 17] and subsequent developments, especially
by Breuil, Conrad, Diamond, and Taylor.

The modularity of elliptic curves, which is a priori stronger than Hasse’s
conjecture, has proved to be the more useful concept. In particular, the morphisms
φ : X0(N) → E have provided an indispensible tool for studying the arithmetic of
elliptic curves.
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7.2 Modularity in Terms of Galois Representations

While the converse theorems of Hecke and Weil provide a satisfactory characteri-
zation of the Dirichlet series arising from modular forms, they are generally of little
use in directly establishing modularity. To apply the converse theorem one needs
to have already proved that a Dirichlet series (and its twists) has good analytic
properties – and essentially the only known way to establish these properties is
to know that the Dirichlet series comes from a modular form! However, The
Modularity Conjecture has a Galois-theoretic reformulation that suggests another
approach.

Let E/Q be an elliptic curve. For a prime p, the subgroup E[pn] of pn-torsion
points is a free Z/pnZ-module of rank two equipped with a continuous action of
GQ = Gal(Q/Q). The p-adic Tate module

TpE = lim←−
n

E[pn]

is therefore a free Zp-module of rank two with a continuous Zp-linear GQ-action.
The Weil pairing yields a non-degenerate GQ-invariant alternating Zp-pairing
TpE × TpE → Zp(1), and so the determinant of the Zp-linear representation
of GQ on TpE is just the p-adic cyclotomic character ε : GQ → Z×

p . By the
criterion of Néron–Ogg–Shafarevich, TpE is unramified at all primes � � pN .
More generally, the conductor N of E is just the prime-to-p Artin conductor of
the Galois representation VpE = TpE ⊗Zp Qp. Furthermore, the Euler factors of
the L-function L(E, s) can recovered from VpE:

L�(E;X) = det(1 − Frob� |VpEI�), � �= p,

where I� ⊂ GQ�
= Gal(Q�/Q�) is the inertia subgroup, Frob� ∈ GQ�

/I�
is the arithmetic Frobenius element, and VpEI� denotes the inertia coinvariants.
Additionally, p-adic Hodge theory allows the Euler factor at p to also be recovered
from VpE.

There is a similar story for holomorphic newforms f ∈ S2(Γ0(N)), as explained
in Sect. 6.1. We use the notation introduced in Sect. 6.1: so ρf : GQ → AutK(Vf ),
K = Q(f )p and dimK Vf = 2, is the p-adic Galois representation associated to f

and some prime p | p of the field Q(f ) generated by the Hecke eigenvalues of f .
This leads to the following Galois-theoretic reformulation of The Modularity

Conjecture:

Conjecture 26 (The Modularity Conjecture for Elliptic Curves (Galois formu-
lation)) Let E/Q be an elliptic curve and p a prime. There is a cuspidal newform
f and a prime above p in Q(f ) such that the continuous GQ-representations VpE

and Vf are isomorphic.
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Note that the f in this conjecture, if it exists, must necessarily be the f in the first
version of The Modularity Conjecture. Furthermore, if this Galois version holds for
one prime p then it holds for all primes p.

So to prove the modularity of elliptic curves, this Galois-theoretic formulation of
The Modularity Conjecture suggests that one attempt to identify the set of Galois
representations VpE as a subset of the Vf . But how can one do this? The key, it
turns out, is to attempt something more ambitious: prove that any two-dimensional
p-adic Galois representations that looks like the Galois representation attached to a
newform is indeed isomorphic to some Vf (after possibly extending scalars). Such
a conjecture had certainly been in the air for some time, but it was finally written
down by Fontaine and Mazur. But why should this prove any more tractable? And
where does one start?

A place to start is suggested by a conjecture of Serre, essentially a ‘mod p’
version of the modularity conjecture of Fontaine and Mazur. Let ρ : GQ →
AutK(V ) be a continuous representation with K a finite extension of Qp and V

a two-dimensional K-space. Let O be the ring of integers of K . Then V contains a
Galois-stable O-lattice, say T ; this is a free O-module of rank 2 with a continuous
O-linear GQ-action. Let p ⊂ O denote the maximal ideal and let F = O/p
be the residue field, a finite extension of Fp. Let V = T/pT be the mod p-
reduction of T . So V is a two-dimensionalF-space with a continuousF-linear action
ρ̄ : GQ → AutF(V ). If V is irreducible then its isomorphism class does not depend
on the choice of T . The representation ρ̄ inherits many properties from ρ (e.g., if ρ
is odd, unramified outside a finite set of primes, or its determinant is a power of the
cyclotomic character, then the same holds for ρ̄).

Conjecture 27 (Serre’s Conjecture) Let F be a finite extension of Fp and ρ̄ :
GQ → AutF(V ) a continuous 2-dimensional F-representation of GQ. Suppose ρ̄

is odd, irreducible, and unramified outside a finite set of primes. Then there is a
newform of level N(ρ̄), weight k(ρ̄), and Nebentypus ερ̄ and a prime above p in
Q(f ) such that ρ̄f is isomorphic to ρ̄ (after possibly extending scalars).

In this conjecture N(ρ̄) and k(ρ̄) are well-defined integers depending only on V .
In particular, N(ρ̄) is just the prime-to-p Artin conductor of the representation V .
The character ερ̄ satisfies det ρ̄ = ερ̄ω

k(ρ̄)−1.
Let ρ : GQ → AutK(V ) be as above. We say that ρ is modular if it is isomorphic

to some ρf (after possibly extending scalars). Similarly, we say that ρ̄ is modular if
it is isomorphic to some ρ̄f (again, after possibly extending scalars).

Accepting Serre’s Conjecture, one then might the ask the question: If ρ̄ is
modular, is ρ also modular? This is precisely the kind of question addressed by
the modularity lifting theorems in [16, 17].



The Mathematical Works of Andrew Wiles 605

7.3 Wiles’s Modularity Lifing Theorem

In [16] Wiles restricts the focus to p ≥ 3 and ρ̄ such that

(r1) ρ̄|GQp
is either ordinary andGQp -distinguished (meaning that there is a GQp -

stable line V
+ ⊂ V such that Ip acts trivially on V /V

+
and GQp acts by distinct

characters on V
+

and V /V
+

) or flat (meaning that it is the Galois representation
on the Qp-points of a finite flat group scheme over Zp);

(r2) if ρ̄ is ramified at a prime � ≡ −1 mod p, then either ρ̄|GQ�
is reducible (after

possibly extending scalars) or ρ̄|I� is absolutely irreducible;

(r3) ρ̄|Gal(Q/Q(
√
p∗)) is absolutely irreducible, where p∗ = (−1)

p−1
2 p.

One of the main results in [16] is:

Theorem 28 ([16, Thm. 0.2]) If ρ : GQ → AutK(V ) is such that

(a) ρ is continuous, unramified outside a finite set of primes, and odd;
(b) ρ̄ is modular and satisfies (r1)-(r3);
(c) either (i) ρ̄ is ordinary, det ρ = χεk−1 for an integer k ≥ 2 and χ a finite order

character, and V has a GQp -stable line V + ⊂ V such that V/V+ is unramified
at p, or (ii) ρ̄ is flat and ρ|GQp

is equivalent to the representation on the Tate
module of a p-divisible group,

then ρ is modular.

At first glance, such a theorem seems to fall short of what is wanted since it still
has the modularity of ρ̄ as a hypothesis. But that it has real teeth – especially when
combined with the existence of compatible families of p-adic Galois representations
(for varying p) – can be seen from some of its consequences.

The proof of this modularity lifting theorem galvanized the algebraic number
theory world. It went far beyond what anyone else had imagined could be proved at
the time. As Barry Mazur remarked in the BBC/Horizon documentary about Wiles’s
proof: “What was unique about those lectures [by Wiles, on his proof] were the
glorious ideas, how many new ideas were presented. . . .”

7.4 Modularity of Semistable Elliptic Curves and FLT

One consequence of the modularity lifting theorem of the preceding section is:

Theorem 29 ([16, Thm. 0.4]) Let E be a semistable elliptic curve over Q. Then E

is modular.

Let ρE,p : GQ → AutZp (TpE) ∼= GL2(Zp) be the Galois representation on the
p-adic Tate module of E. Then ρ̄E,p is just the representation of GQ on E[p]. The
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deduction of the modularity of E from Wiles’s modularity lifting theorem follows
from a remarkable interplay of the representations ρ̄E,3 and ρ̄E,5.

The 3 − 5 switch.
Suppose first that ρ̄E,3 is irreducible. As E is semistable, the properties (r1)-(r3)

are satisfied. And fortuitously, ρ̄E,3 is modular: this follows from deep results of
Langlands and Tunnell proving cases of the Artin Conjecture. Since E is semistable,
all the hypotheses of the modularity lifiting theorem are satisfied: E is modular.

Next, suppose that ρ̄E,3 is reducible. As E is semistable, it turns out that ρ̄E,5
must be irreducible. And as E is semistable, ρ̄E,5 satisfies (r1)-(r3). But the results
of Langlands and Tunnell do not apply to ρ̄E,5. Wiles proves that there is another
elliptic curve E′ such that ρ̄E′,5 ∼= ρ̄E,5 and ρ̄E′,3 is irreducible and either E′ or a
quadratic twist of E′ is semistable. Applying the modularity lifting theorem to ρE′,3
(or a quadratic twist – modularity is stable under twisting) we then have that E′,
and hence ρE′,5, is modular. This implies that ρ̄E,5 ∼= ρ̄E′,5 is modular, and so –
applying the modularity lifting theorem again, this time to ρE,5 – E is modular!

7.5 Fermat’s Last Theorem is True

The most celebrated consequence of the modularity of semistable curves is:

Theorem 30 ([16, Thm. 0.5]) Let p ≥ 3 be a prime. If up + vp + wp = 0 with
u, v,w ∈ Q. Then uvw = 0.

In particular, Fermat’s Last Theorem is true. The proof is based on a remarkable
idea of Frey, made precise by Serre in [82]: If there were a solution with uvw �= 0,
then there would exist a semistable elliptic curve E (constructed from u, v, and w)
such that N(ρ̄E,p) = 2 and k(ρ̄E,p) = 2. Ribet [72] proved that if ρ̄E,p is modular,
then it is isomorphic to some ρ̄f for an f of level N(ρ̄E,p) and weight k(ρ̄E,p). But
there are no cuspidal newforms of level 2 and weight 2. And Wiles proved that such
an E, and hence ρ̄E,p , must be modular!

7.6 A Brief Overview of the Proof of Modularity Lifting

Let ρ̄ : GQ → GL2(F) be a representation as in the theorem in Sect. 7.3. The proof
of the modularity lifting theorem begins by reformulating it in terms of rings.

A Ring-Theoretic Reformulation

This starts by considering deformations of ρ̄.
Let A be a complete local Noetherian ring with maximal ideal mA and residue

field F. A deformation of ρ̄ over A is an equivalence classes of representations ρ :
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GQ → GL2(A) such that ρ mod mA = ρ̄. It is natural to impose various conditions
on these deformations (e.g., restricting the ramification or imposing restrictions on
ρ|GQp

). In particular, Wiles considers deformation conditions (‘deformation data’)
D = (?,Σ,O,M), where ? ∈ {flat, ord,Sel, str}, Σ is a finite set of primes
containing p and all those at which ρ̄ is ramified, O is the ring of integers of some
p-adic field with residue field F; M is a subset of those primes different from p at
which ρ̄ is ramified. A deformation ρ is of type D if (i) A is an O-algebra; (ii) ρ is
unramified outside Σ; (iii) at each prime q ∈ M, ρ|GQq

is ‘minimal’ (essentially
the same as ρ̄|GQq

); and (iv) ρ|GQp
is of type ?, which is a restriction on ρ|GQp

(e.g., if ? = flat then each ρ mod mn
A arises from a finite flat group scheme).

When ? ∈ {flat,Sel, str}, then the determinant of ρ is just the product of the p-adic
cyclotomic character ε and a finite-order character.

It turns out that there is a universal deformation ρD : GQ → GL2(RD) of type
D; this goes back to work of Mazur [66], who introduced the study of deformations
of Galois representations. The ring RD is a complete local Noetherian O-algebra
and so a quotient of a power series ring O[[x1, . . . , xg]]. The number g of variables
xi can be taken to equal dimF mRD/(-,m2

RD), where - is a uniformizer of O. By

the universality property of RD, HomF(mRD/(-,m2
RD),F) is identified with the

deformations over the dual numbers F[ε]/(ε2) that are of type D. The latter can
also be identified with the elements of a Galois cohomology group H 1

D(Q, adρ̄) ⊂
H 1(Q, adρ̄), which is defined by local conditions. So

g = dimF HomF(mRD/(-,m2
RD),F) = dimF H 1D(Q, adρ̄). (ML1)

This gives an initial arithmetic handle on RD.
Suppose ρ : GQ → GL2(O) is a type D deformation of ρ̄, such as might

arise from the Tate module of an elliptic curve or be associated with a newform.
Then there is an O-algebra homomorphism π : RD � O by universality. Let
p = kerπ (so ρD mod p is in the deformation class of ρ). By considering the
type D deformations over O[ε]/(-nε, ε2), one finds that

HomO(p/p2,K/O) = H 1D(Q, adρ ⊗O K/O). (ML2)

Here K is the field of fractions of O and the subscript ‘D’ denotes a subgroup
defined by local conditions depending on D. This observation played a key
role in Wiles’s proof of his modularity lifting theorem. The cohomology group
H 1D(Q, adρ ⊗O K/O) is closely related to the Selmer groups defined by Greenberg
and Bloch and Kato and others, and its order is expected to be related to a special
value of a certain L-function.

As ρ̄ is assumed to be irreducible and modular, by work of Ribet and others
[45, 72] there is an eigenform with an associated p-adic Galois representation that
is a deformation of type D. From this it follows that there is a universal modular
deformation ρmod

D : GQ → GL2(TD) of type D. If ? �= ord, then TD is a
localization of a weight two Hecke algebra T2(ND;O) at a particular maximal ideal
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mD. If ? = ord, then TD is a projective limit of such algebras with the p-part of the
level allowed to vary. The representation ρD captures all the modular forms whose
representations are deformations of type D.

By universality there is a (surjective) map

ϕD : RD � TD.

If ϕD were an isomorphism, then every deformation ρ : GQ → GL2(O) of type D
would be modular – it would come from an O-homomorphismTD → O. If ? �= ord,
then this would imply that ρ is the Galois representation associated with a newform.
If ? = ord, then this would follow provided detρ = χεk−1 for an integer k ≥ 2 and
χ a finite order character.

So an ambitious version of the modularity lifting theorem would be: ϕD is an
isomorphism. And this is exactly what Wiles proved. But why would one expect
this? And where could one start to prove it?

If ? �= ord, then TD is a finite free O-module. Let π : TD → O be an O-
homomorphism associated with an eigenform. Let p = ker(π ◦ ϕD) ⊂ RD and
let η = π(AnnTD(kerπ)) ⊂ O (this is non-zero). Wiles proves a remarkable
isomorphism criterion:

ϕD is an isomorphism of complete intersections over O ⇐⇒ #p/p2 = #O/η.
(ML3)

So to prove that ϕD is an isomorphism it suffices to verify the equality on the right-
hand side. Wiles’s proof, however, takes a slightly different path.

Wiles’s proof of the modularity lifting theorem proceeds in two large steps,
making use of both implications in (ML3). He first proves that ϕDmin is an
isomorphism of complete intersections over O for a minimal deformation problem
Dmin. It follows from the ⇒ implication of (ML3) that the equality on the right-hand
side of (ML3) holds for the minimal deformation problem Dmin. He then combines
this equality with a close analysis of how η changes with the deformation problem
to conclude that the right-hand equality of (ML3) also holds for non-minimal D. It
then follows from the ⇐ implication of (ML3) that ϕD is also an isomorphism of
complete intersections over O for non-minimal D.

Remark 31 The equality on the right-hand side of (ML3) is suggested by the
Bloch–Kato conjectures for the symmetric square L-function of the eigenform f .
Using that H 1(X1(ND),O)mD is a free TD-module of rank 2 (which Wiles proves,
extending and generalizing earlier arguments of Mazur), it then follows from a result
of Hida that

#O/η = #O/(NDφ(ND)LD(Sym2f, 2)/4πΩ+
f Ω

−
f ),

where Ω±
f are the canonical periods associated to f (these are well-defined up to

units in O) and the superscript ‘D’ denotes an incomplete symmetric square L-
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function (the missing Euler factors depend on D). On the other hand, the Bloch–
Kato conjectures predict that

#O/(NDφ(ND)LD(Sym2f, 2)/4πΩ+
f Ω

−
f ) = #H 1

D(Q, adρf ⊗O K/O).

Combined with (ML2) this would imply the equality on the right-hand side
of (ML3).

RD = TD: the minimal case

There is a minimal deformation problem Dmin for ρ̄: essentially, ? is as restrictive
as possible, Σ is the set of primes at which ρ̄ is ramified together with p, and
M = Σ\{p}. That ϕDmin is an isomorphism of complete intersections over O is the
main result of the article [17] by Wiles and Richard Taylor. This result is proved by
what has come to be called ‘Taylor–Wiles patching.’ It is in this argument that the
condition (r3) is crucially used. Another key ingredient here is the work of Ribet et
al. proving that if ρ̄ is modular (hypothesis (b) in the theorem) then it has a modular
lift of minimal type Dmin, so TDmin exists. The patching proceeds more-or-less as
follows.

Let g = dimFH
1Dmin

(Q, adρ̄). For each integer m > 0, Wiles proved that
there are infinitely many g-tuples Q = (q1, . . . , qg) of distinct primes qi ≡
1 mod pm for which there is an auxiliary deformation problem DQ such that: (i)
dimF H

1DQ
(Q, adρ̄) = g; (ii) RDQ and TDQ are naturally O[ΔQ]-modules, ΔQ

being the p-Sylow subgroup of
∏

qi∈Q(Z/qiZ)
×; (iii) RDQ/IQRDQ

∼→ RDmin and

TDQ/IQTDQ

∼→ TDmin for IQ ⊂ O[ΔQ] the augmentation ideal; and (iv) TDQ is
a free O[ΔQ]-module of finite rank. Both the minimality of Dmin and the condition
(r3) are used to find these sets Q.

By property (i) of the sets Q, each RDQ (and hence TDQ ) can be presented as a
quotient of the power series ring P = O[[x1, . . . , xg]] (see (ML1)). The ring O[ΔQ]
can be expressed as a quotient of the power series ring S = O[[y1, . . . , yg]] by
mapping each 1+ yi to a generator δi of the p-Sylow subgroup of (Z/qiZ)×. So by
(ii) there is a homomorphism of O-algebras S → RDQ such that 1+yi maps to δi ∈
RDQ , and by (iii) RDQ/(y1, . . . , yg)RDQ = RDmin and TDQ/(y1, . . . , yg)TDQ =
TDmin . Intuitively, property (iv) shows that TDQ (and hence also RDQ and P ) comes
‘closer and closer’ to being a free S-module of finite rank as m increases. If it were
possible to make sense of the case m = ∞, then the corresponding Hecke ring
would be a free S-module of finite rank and so have Krull dimension at least g + 1.
As P is a regular local ring of Krull dimension g + 1, it follows that the surjective
homomorphism from P to the Hecke algebra would have to be an isomorphism. As
this map would factor through the (putative) deformation ring for this case, it would
then also follow that this deformation ring would have to be isomorphic to the Hecke
ring, and hence – looking modulo (y1, . . . , yg) – that ϕDmin is an isomorphism of



610 C. Skinner

complete intersections over O. The patching argument makes up for not having such
a deformation problem for m = ∞.

Recall that - is a uniformizer of O. Replace TDmin and RDmin with their
respective quotients T = TDmin/-TDmin and R = RDmin/(-, p ker(ϕDmin)). As
TDmin is a finite free O-module, to prove that ϕDmin is an isomorphism of complete
intersections over O it suffices to prove that the induced map ϕ : R � T is an
isomorphism of complete intersections over F.

Let Im = ((1 + y1)
pm − 1, . . . , (1 + yg)

pm − 1) ⊂ S. To finish the ‘patching’
and the proof that ϕ is an isomorphism of complete intersections, for each m ≥ 1
consider the quotient rings TQ,m = TDQ/(-, Im)TDQ and RQ,m = im{RDQ →
TQ,m × R} and the induced surjection ϕQ,m. A key point here is that all these rings
are finite F-spaces with F-dimension bounded in terms of m and dimF R. The result
is an infinite collection of commutative diagrams

with TQ,m a free module over F[[y1, . . . , yg]]/Im. For a fixed m there are only
finitely many isomorphism classes of such diagrams. So appealing to a pigeon
hole principle argument yields a sequence of sets Qm, m ≥ 1, whose asso-
ciated diagrams are compatible as m varies. Taking limits over m one ends
up with isomorphisms F[[x1, . . . , xg]] ∼→ lim←−m

RQm,m
∼→ lim←−m

TQm,m and

F[[x1, . . . , xg]]/(y1, . . . , yg)
∼→ R

∼→ T, essentially by the argument sketched
earlier.

RD = TD: Relaxing Restrictions

Wiles showed that ϕD is an isomorphism of complete intersections over O if
ϕDmin is an isomorphism of complete intersections over O. The proof made use
of the numerical criterion (ML3). Let πDmin : TDmin → O be a homomorphism
(this is associated with an eigenform). For each deformation problem D this
induces a homomorphism πD : TD → O. Let pD = ker(πD ◦ ϕD) and ηD =
πD(AnnTD(kerπD)). By (ML2),

#pD/p2D = #H 1D(Q, adρ ⊗O K/O) ≤ #H 1Dmin
(Q, adρ ⊗O K/O) ·

∏

�∈Σ
cD,�,

where each cD,� is the order of a subquotient of H 1(Q�, adρ ⊗O K/O) depending
on D. It follows that

#pD/p2D ≤ #pDmin/p
2Dmin

·
∏

�∈Σ
cD,�.
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On the other hand, by a careful analysis of how the congruence ideals ηD change as
D varies, Wiles also proves – generalizing work of Ihara, Ribet, and Mazur – that

#O/(ηD) ≥ #O/(ηDmin) ·
∏

�∈Σ
cD,�.

As ϕDmin is an isomorphism of complete intersections over O, #pDmin/p
2Dmin

=
#O/(ηDmin) by (ML3). Combining this with the two preceding inequalities yields
#pD/p2D ≤ #O/(ηD). As the opposite equality always holds, it follows that
#pD/p2D = #O/(ηD) and hence – appealing to (ML3) once more – that ϕD is an
isomorphism of complete intersections over O.

A complete exposition of much of the arguments in [16, 17], focusing on the
proof of modularity of semistable curves (and hence Fermat’s Last Theorem), is
given in the article [42] by Darmon, Diamond, and Taylor.

Remark 32 As recalled in the remark at the end of Sect. 7.6, the equality in (ML3)
can be restated as an instance of the Bloch–Kato conjecture for the symmetric square
L-function of a modular form. In particular, cases of this conjecture are a corollary
of Wiles’s proof of the modularity lifting theorem. The proof of cases of the Bloch–
Kato conjecture for the symmetric square L-functions via such ‘R = T’ results was
further developed by Diamond, Flach, and Guo in [48].

7.7 Modularity of Residually Reducible Representations

While the ‘3 − 5 switch’ showed that Wiles’s modularity lifting theorem was
sufficient to prove modularity of all semistable elliptic curves, it seems unlikely
that one will always have similar tricks at one’s disposal. And so it is desirable to
remove some of the conditions imposed in (r1)-(r3). The papers [18, 20, 22] made
progress toward removing the irreducibility required in (r3). For example, one of
the main results of [20] is:

Theorem 33 ([20, Thm.]) Suppose that ρ : GQ → GL2(E) is a continuous
representation, irreducible and unramified outside a finite set of primes, where E

is a finite extension of Qp. Suppose also that ρ̄ss ∼= 1 ⊕ χ and that

(i) χ |GQp
�= 1;

(ii) ρ|Ip is equivalent to a subgroup of
( ∗ ∗

0 1
)
;

(iii) detρ = ψεk−1 for some k ≥ 2 and is odd;

where ψ is of finite order. Then ρ is the representation associated with a modular
form.

The proof of this theorem combined some of the elements of the proof of the
main conjecture with some generalizations of the arguments in [16, 17]. Another
feature of this proof was the crucial use of solvable base change for modular forms.
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A similar but generally weaker theorem is proved for representations of GF for a
totally real field F [20, Thms. A & B].

These theorems are proved by considering deformations rings for all the residual
representations corresponding to extensions of χ by 1. These deformation rings
are less well-behaved than in the residually irreducible case. In particular, they
may not be equidimensional: the dimension of the part corresponding to reducible
deformations will grow with the set Σ at which ramification is allowed, while one
expects the part corresponding to irreducible deformations to have finite dimension
(equal to d + 2 + δF for d the degree of the totally real field F and 0 ≤ δF ≤ d/2
the possible defect in Leopoldt’s conjecture for F ). Matters are further complicated
by the fact that in general there is no representation over the associated Hecke
algebras (which are localizations of Hecke rings at Eisenstein maximal ideals) but
only pseudorepresentations. So there is no natural map from the deformation rings
to the Hecke algebras.

The argument in [20] proceeds roughly as follows. One first considers certain
deformation problems D = (O,Σ, c,M) over a totally real field F , with O the ring
of integers of a local field with finite residue field F containing the values of χ ; Σ
is a finite set of primes of F containing all those over p and those at which χ is
ramified, c ∈ H 1(F,F(χ−1)) is a class unramified outside Σ and split at all primes
of F above p, and M ⊂ Σ is a set of primes of F not dividing p but at which either
c or χ is ramified. Much as in the irreducible case, there is a universal deformation
ring RD classifying certain deformations of the residual representation

ρc : Gal(FΣ/F) → ( 1 ∗
0 χ

)
,

where the implied extension is given by c. A prime p ⊂ RD is said to be
pro-modular if the pseudorepresentation associated with ρD mod p is induced
from the pseudorepresentation over the related Hecke ring TD via an O-algebra
homomorphism TD → RD/p. The aim is then to show that all primes of RD are
pro-modular.

Under suitable hypotheses – which include that the degree d of F is very large
compared to the size of Σ , the number of primes of F above p, and the dimension
of the space of possible c’s – the pro-modularity of all the primes of RD is shown
in essentially three steps: (I) prove that for a ‘nice’ prime p ⊂ RD every minimal
prime contained in p is pro-modular (and hence all primes on the components of
SpecRD corresponding to such minimal primes are pro-modular); (II) prove that
RD has at least one nice prime; and (III) conclude that all primes of RD are pro-
modular. Included in the definition of a ‘nice’ prime p is that it is pro-modular and
that RD/p has characteristic p.

The proof of (I) is modeled on the proof of the modularity lifting theorem.
However, complications arise as the residual representation is now taken to be
the representation ρp = ρD mod p over the (infinite, characteristic p) fraction
field of RD/p. As there is no natural map from RD to TD the proof relies on the
link provided by a universal pseudo-deformation ring R

ps
D . There are then natural



The Mathematical Works of Andrew Wiles 613

homomorphisms R
ps
D → RD and R

ps
D → TD. The patching and congruence

arguments of [16, 17] are adapted to show that these maps become isomorphisms
after localization and completion at a nice prime.

The proof of (II) uses the Eisenstein congruences as exploited in the proof of
the main conjecture for totally real fields [13] to show that there is a nice prime
p0 for some extension c0 of χ by 1. Then a ring-theoretic argument relying on the
hypotheses about the size of d is used to show that there are primes in the subring of
traces of a RD0 , for D0 = (O,Σ, c0,M), which correspond to representations with
reductions related to other classes c; in fact all c’s can be obtained this way and so
one finds that there are nice primes for all classes c (this argument makes use of (I)
for the nice prime p0).

The proof of (III) exploits a connectivity result of Raynaud (which ultimately
applies because of the hypothesis on the size of d). This result essentially allows
one to deduce that the irreducible components of SpecRD are connected by nice
primes. Effectively, given any partition C = C1 4 C2 of the set C of connected
components of SpecRD with each Ci �= ∅, there must exist Ci ∈ Ci , i = 1, 2, such
that C1 ∩C2 contains a prime p that satisfies all the hypotheses of being nice except
possibly being pro-modular – and even the latter holds, say, if the primes on the
component C1 are all a priori pro-modular. Applying this with C1 being the set of
all pro-modular components – which is non-empty by (I) and (II) – it then follows
from (I) that C2 must be empty: all primes of RD are pro-modular.

The final step in the proof of the above modularity theorem for residually
reducible representations makes use of solvable base change to move to a situation
where the hypotheses on the size of the degree of the totally real field hold. A two-
dimensional p-adic Galois representation ρ of GF is known to be associated with
a Hilbert modular form over F if for some totally real solvable extension F ′/F
the restriction ρ|GF ′ is associated with a Hilbert modular forms over F ′. This is
a consequence of results about base change for automorphic form on GL2. For
the purposes of the modularity theorem for residually reducible representations,
one moves from the base totally real field F to a large solvable extension F ′ with
prescribed local behavior at a finite number primes and such that the p-part of the
class field of F ′(χ) (the splitting field of χ over F ′) is controlled relative to that of
F(χ). When F(χ) is abelian over Q the existence of such a field F ′ can be deduced
from a theorem of Washington on the behavior of the p-part of the class group of
Z�-extensions (� �= p). However, for more general totally real fields the existence
of a suitable F ′ remains an open question.

Remark 34 The paper [18] examined some special cases of residually reducible
deformations where the deformation rings could be identified with Hecke algebras.
These essentially amount to the cases where the dimension of the space of possible
extensions of 1 by χ is one-dimensional (note the reversal of the ordering of the
characters). The proof in [18] of the isomorphism between the deformation rings
and Hecke rings amounts to a direct verification of the numerical criterion on the
right-hand side of (ML3). Essentially, taking p to correspond to a suitable reducible
deformation, the refined class number formula RCF implies that the order of p/p2
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is bounded by an L-value while the techniques used to prove the main conjecture
show that the size of the corresponding O/(η) is bounded below by the same L-
value. The paper [22] showed that the methods in [20] also applies to the situation
where ρ̄|Gal(Q/Q(

√
p∗)) is reducible.

7.8 Further Developments

Wiles’s proof of his modularity lifting theorem opened the floodgates: Diamond
[46] extended Wiles’s methods to show that all elliptic curves over Q that are
semistable at 3 and 5 are modular. This was followed by the crucial observation,
made independently by Diamond [47] and Fujiwara, that the patching arguments of
Step 1 actually provide the Gorenstein-ness and multiplicity one results about Hecke
algebras that were used as inputs in Wiles’s arguments; this allowed for subsequent
applications of the methods beyond modular curves, to situations where the structure
of the cohomology as a module for the Hecke algebra was less well-understood. A
closer analysis of the local deformations at the prime p led to the proof by Breuil,
Conrad, Diamond, and Taylor that all elliptic curves over Q are modular [33, 41].
As already noted, the papers [18, 20], and [22] made some progress in removing
the hypothesis that ρ̄ is irreducible (hypothesis (r1)), while [21] showed that an
application of solvable base change could replace the delicate analysis of Ribet et
al that was used in Step 1 (to prove the existence of a modular lift of minimal
type). These additional techniques rendered the methods very robust, allowing for
some generalizations to totally real ground fields F as well as to higher-dimensional
Galois representations. Taylor [89, 90] essentially proved a potential version of both
Serre’s Conjecture and the Fontaine–Mazur Conjecture (‘potential’ means modular
over a totally real extension E/F ). Clozel, Harris, and Taylor [35] made progress
on extending Wiles methods to higher-dimensional essentially (conjugate) self-dual
representations of the Galois group of totally real or CM fields, essentially extending
Step 1 but running into obstacles to generalizing Step 2. These obstacles were
circumvented in [91], building on ideas of Kisin [62, 63], especially the idea to
consider the global deformation problem relative to local deformation problems.
This led to a proof of the Sato–Tate Conjecture for elliptic curves with non-integral
j -invariants [52]. These methods were further refined and strengthened resulting in
a proof by Barnet-Lamb, Gee, and Geraghty of the Sato–Tate Conjecture for Hilbert
modular forms over any totally real field [29]. The issue of weakening the analog of
the hypothesis on ρ|

Gal(Q/Q(
√

(−1)(p−1)/2p))
(‘bigness’) was addressed by Snowden

and Wiles [27] and by Thorne [92]. Techniques for proving potential automorphy
have advanced quickly. As of the preparation of this paper, the state of the art seems
to be [30] and [68], but that will almost surely have changed by the time it has
gone to press! Significant progress toward the full Fontaine–Mazur Conjecture for
two-dimensional representations of GQ has been made, especially by Emerton [49]
and Kisin [63]. Khare and Wintenberger [58–60] combined many of these modular
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lifting theorems with an extensive generalization of ‘the 3 − 5 switch’ to prove
Serre’s Conjecture in full. Freitas, Le Hung, and Siksek [50] were able to use these
modular lifting results to prove that all elliptic curves over real quadratic fields are
modular. Thorne [93] has generalized many of the arguments in [20] to higher-
dimensional representations, and Clozel and Thorne [36] have used some of these
results to prove new cases of functoriality for symmetric powers of holomorphic
modular forms.

8 Solvable Points on Genus One Curves

Galois theory has provided both an indispensable tool for the algebraic number-
theorist as well as an important framework in which to couch problems. Of course
one of the earliest successes of Galois theory was the proof that the general
polynomial of degree five or higher cannot be solved in radicals (there is no
‘quintic formula,’ etc., generalizing the quadratic formula or Cardano’s formulas
for cubic polynomials). One Galois-theoretic statement of this is: The solutions to
a polynomial of degree five or higher with coefficients in a field F need not lie in
a solvable extension of F , that is, a field extension whose normal closure over F
has solvable Galois group. For polynomials of degrees less than five, the solutions
always lie in solvable extensions.

From this Galois-theoretic perspective, there is a very natural question gener-
alizing from polynomials to higher dimensional varieties: When does a variety X

over a field F have a solvable point, that is, a point in a solvable extension of
F ? Perhaps the most natural case to consider is that of a smooth, geometrically
connected, projective curve X. This is the problem that Wiles picked up, jointly
with his then PhD student Mirela Çiperiani in the mid-2000s. Previously, Ambus
Pál had proved that such a curve X of genus g = 0, 2, 3, or 4 always has a solvable
point. But for curves over a number field F , the problem was open for all other g.
Wiles, together with Çiperiani, considered the case of genus one curves.

Genus one curves are particularly rich from an arithmetic perspective. The
Jacobian of a genus one curve is an elliptic curve, which means that one can
frequently bring to bear on a problem all the tools one has for studying elliptic
curves. And this is what Çiperiani and Wiles do, proving:

Theorem 35 ([25, Thms. 0.0.1 & 0.0.2]) Let X be a smooth, geometrically
connected, projective curve of genus one over Q, and let E be the Jacobian of X.
If

(a) ords=1L(E, s) ≤ 1 or E has semistable reduction;
(b) X(Qp) �= ∅ for all primes p,

then X has a point in a solvable extension of Q.

The proof of this theorem brings together the modularity of elliptic curves, the
results of Gross–Zagier and Kolyvagin, work of Vatsal and Cornut on the existence
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of anticyclotomic twists L(E, χ, s) of order 1 at s = 1, and Galois cohomology
arguments reminiscent of the patching arguments from the proof of the modularity
lifting theorems.

8.1 An Idea of the Proof

Let X and E be as in the theorem. Note that the curve X is a homogeous space for
E and is isomorphic to the trivial homogeneous space over any field in which X has
a point.

Let F be a number field. The Galois cohomology group H 1(F,E) classifies
homogeneous spaces over F that are trivial over some finite extension of F . So
the problem is to show that the class [X] of X in H 1(Q, E) is in the kernel of the

restriction map H 1(Q, E)
res→ H 1(F,E) for some solvable extension F of Q. The

hypothesis that X(Qp) �= ∅ for all primes p means that [X] lies in the kernel

X(E/Q) = ker{H 1(Q, E) →
∏

v≤∞
H 1(Qv, E)},

the Tate–Shafaravich group of E. Note that X, being of genus one, always has point
over Q∞ = R. The idea of the proof is to show that each element of X(E/Q)

becomes trivial over some solvable extension.

The Case of Analytic Rank at Most One

Suppose that ords=1L(E, s) ≤ 1. (Note that even making sense of this order requires
analytic continuation of L(E, s) to s = 1, which was only proved through the
modularity of E!) It is known that in this case there is an imaginary quadratic
field K satisfying the Heegner hypothesis for N (all prime divisors of N split and
K) and such that ords=1L(E/K, s) = 1. Then by the Gross–Zagier theorem, the
Heegner point over K on E has infinite order. It then follows from the results of
Kolyvagin that E(K) has rank one and X(E/K) is finite. But Kolyvagin also
proved a structure theorem for X(E/K) in this case. Roughly, this says: The group
X(E/K) is the direct sum of finite cyclic subgroups, each generated by an element
whose image in H 1(K[n], E), for K[n] some ring class group of K (with n the
squarefree product of ‘Kolyvagin primes’), is trivial. This means that every element
of X(E/K) is trivial over some abelian extension of K and therefore over some
solvable extension of Q. The same is then also true of every element in X(E/Q)

and in particular of [X].
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The Case of Analytic Rank Greater than One

Suppose that ords=1L(E, s) > 1. Kolyvagin has conjectured that the Selmer group
of E over an imaginary quadratic field K for which the Heegner hypothesis holds
always has a structure much as in the analytic rank one case. This would again
imply the triviality of [X] over an abelian extension of K . However, Kolyvagin’s
conjecture is not known in general.

Çiperiani and Wiles instead proceed along the following lines. Let p be a prime.
For any number field F , the Selmer group H 1

Sel(F,E[pN ]) surjects onto the pN -
torsion X(E/F)[pN ] of the Tate–Shafarevich group, with the kernel being the
image of E(F)/pNE(F). So it suffices to show that there is a solvable extension F

of K such that the image of H 1
Sel(K,E[pN ]) in H 1

Sel(F,E[pN ]) lies in the subgroup
E(F)/pNE(F). They then exploit:

The Unramified Under Ramified Principle

This essentially says that the classes in H 1
Sel(F,E[pN ]) are contained in the

subgroup of H 1(F,E[pn]) generated by classes that are ramified as some ‘nice’
primes of F .

Generic Analytic Rank One

Results of Cornut and Vatsal show that ords=1L(E, χ, s) = 1 for χ an anticyclo-
tomic character of K of p-power order and sufficienly large conductor pn. Then
Kolyvagin’s construction produces many classes in H 1(K[pn], E[pN ]) that are
ramified at nice primes and whose restriction to a solvable extension come from
a point on E.

Making use of the Z/pN [Gal(K[pn]/K)]-module structure on the various
groups of classes in H 1(Kn,E[pN ]), they then use an ingenious patching argument
(as n, N , and the sets of nice primes vary) to show that the classes coming from the
generic rank one property fill up enough of the classes ramified at nice primes to
capture all of the Selmer classes.

9 Class Groups of Quadratic Fields

While there has been remarkable progress on understanding the arithmetic of
elliptic curves in the fifty or so years since Birch and Swinnerton-Dyer made their
conjecture, a great deal of which traces back to the groundbreaking works of Wiles,
there is still much that remains unknown about even the arithmetic of number fields.
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It can be sobering to recall how little is understood about class groups of even
quadratic fields.

Wiles addressed the natural problem of the existence of an imaginary quadratic
field with class number indivisible by a given prime � and having prescribed
factorizations at a finite set of primes:

Theorem 36 ([26, Thm. A]) Let � ≥ 3 be a prime. Let S−, S+, and S0 be disjoint
finite sets of primes such that

(a) S− contains no prime q with q ≡ 1 mod � and q ≡ −1 mod 4;
(b) S+ contains no prime q with q ≡ −1 mod �;
(c) S0 contains no prime q with q ≡ 1 mod �.

Then there exists an imaginary quadratic field L satisfying

(i) � does not divide the class number hL of L;
(ii) L is inert at each prime in S−, split at each prime in S+, and ramified at each

prime in S0.

This theorem can be restated in terms of Dirichlet characters as: There exists an
odd quadratic character χ such that (i) � � L(0, χ), and (ii) χ(q) = −1 if q ∈ S−,
χ(q) = +1 if q ∈ S+, and χ(q) = 0 if q ∈ S0.

Previous results, by Hartung, Horie, and Brunier, had either not imposed any
factorization conditions, assumed � to be much larger than the primes in S, or
imposed more restrictions on the primes in S.

The proof makes use of the trace formula on Shimura curves. A key observation
is that the trace of a Hecke operator on a suitable space of modular forms for a
quarternion algebra (the holomorphic differentials on the Shimura curve) can be
expressed as a sum of class numbers of orders in certain imaginary quadratic fields.
The heart of the argument is a good choice of the Shimura curve so that the resulting
sum is of class numbers of orders in fields with the prescribed factorizations at the
primes in S = S− ∪ S+ ∪ S0 while being able to chose the Hecke operator to have
trace a unit modulo �. The latter is achieved by making a clever choice of auxiliary
level structures at some additional primes and exploiting the relation of traces of
Hecke operators with traces of Frobenius elements in the Galois representations
associated with modular forms.

Remark 37 One motivation for considering the problem of the existence of such
quadratic extensions, especially over a general totally real field, arises from the
results in [20], where it is explained that having such extensions would yield
much stronger modularity theorems for residually reducible Galois representation
of general totally real fields (see also the last part of the discussion of the theorem
in Sect. 7.7).
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Citation

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2017 to Yves Meyer of the École normale supérieure Paris–Saclay, France

for his pivotal role in the development of the mathematical theory of wavelets.

Fourier analysis provides a useful way of decomposing a signal or function
into simply-structured pieces such as sine and cosine waves. These pieces have
a concentrated frequency spectrum, but are very spread out in space. Wavelet
analysis provides a way of cutting up functions into pieces that are localised in
both frequency and space. Yves Meyer was the visionary leader in the modern
development of this theory, at the intersection of mathematics, information technol-
ogy and computational science. The history of wavelets goes back over a hundred
years, to an early construction by Alfréd Haar. In the late 1970s the seismologist
Jean Morlet analysed reflection data obtained for oil prospecting, and empirically
introduced a new class of functions, now called “ondelettes” or “wavelets”, obtained
by both dilating and translating a fixed function. In the spring of 1985, Yves Meyer
recognised that a recovery formula found by Morlet and Alex Grossmann was
an identity previously discovered by Alberto Calderón. At that time, Yves Meyer
was already a leading figure in the Calderón–Zygmund theory of singular integral
operators. Thus began Meyer’s study of wavelets, which in less than ten years would
develop into a coherent and widely applicable theory. The first crucial contribution
by Meyer was the construction of a smooth orthonormal wavelet basis. The
existence of such a basis had been in doubt. As in Morlet’s construction, all of the
functions in Meyer’s basis arise by translating and dilating a single smooth “mother
wavelet”, which can be specified quite explicitly. Its construction, though essentially
elementary, appears rather miraculous. Stéphane Mallat and Yves Meyer then
systematically developed multiresolution analysis, a flexible and general framework
for constructing wavelet bases, which places many of the earlier constructions on a
more conceptual footing. Roughly speaking, multiresolution analysis allows one
to explicitly construct an orthonormal wavelet basis from any bi-infinite sequence
of nested subspaces of L2(R) that satisfy a few additional invariance properties.
This work paved the way for the construction by Ingrid Daubechies of orthonormal
bases of compactly supported wavelets. In the following decades, wavelet analysis
has been applied in a wide variety of arenas as diverse as applied and computational
harmonic analysis, data compression, noise reduction, medical imaging, archiving,
digital cinema, deconvolution of the Hubble space telescope images, and the recent
LIGO detection of gravitational waves created by the collision of two black holes.
Yves Meyer has also made fundamental contributions to problems in number
theory, harmonic analysis and partial differential equations, on topics such as quasi-
crystals, singular integral operators and the Navier–Stokes equations. The crowning
achievement of his pre-wavelets work is his proof, with Ronald Coifman and Alan
McIntosh, of the L2-boundedness of the Cauchy integral on Lipschitz curves, thus
resolving the major open question in Calderón’s program. The methods developed
by Meyer have had a long-lasting impact in both harmonic analysis and partial
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differential equations. Moreover, it was Meyer’s expertise in the mathematics of
the Calderón–Zygmund school that opened the way for the development of wavelet
theory, providing a remarkably fruitful link between a problem set squarely in pure
mathematics and a theory with wide applicability in the real world.



For My Mother

Yves Meyer

My mother died thirty years ago from a stroke. Her life had been sad. Her marriage
was a failure. My father never wished to live with us, even when I was a baby. I was
born in 1939 and my sister, Danièle, in 1938. My father sold the pharmacy he was
running at 17 boulevard du Temple, Paris, and he enrolled in the Army in 1944. He
was assigned to the Hospital Pharmacy Department at Rabat, Morocco. My mother
stayed a full year with us in Paris. She finally decided to take us to Rabat against the
wish of my father. In Rabat, the three of us were living in a single room of a low-cost
hotel. My father was working, living, and sleeping at the hospital. We were used to
his absence.

I remember the fierce beauty of the Ocean. I remember the delight of the mint tea
with pastries at the terrace of les Oudayas, an old castle from the fifteenth century
that has been preserved with the greatest care. In the seventeenth century this fortress
was protecting Rabat from most of the attacks from the sea. It is the place where the
river Bouregreg meets the Ocean.

After spending two years in Rabat, my father received a position at Hospital
Pharmacy Department at Tunis. This time we traveled together. The journey was
fabulous. It lasted almost a week with one main stop in Algiers. I remember the
beauty of the parks of Algiers. This summer had been dreadfully hot. We were
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Oudayas, Rabat. (Photo: private)

Left: My mother and me. Middle: My mother, Dany and me. Right: My mother with Dany in
Rabat. (Photo: private)

traveling in a slow train without air conditioning. We finally arrived to Tunis. I
remember a hot and dusty city. At Rabat the heat was moderated by a blessed sea
breeze.

In Tunis we lived for two years in a tiny room of a hotel. Afterwards we obtained
housing in a suburb of Tunis. Then my father enrolled as a volunteer to Indochina.
My mother stayed in Tunis. The French war in Indochina was a tragedy and ended
with the Diên Biên Phu disaster. My father returned to Tunis in 1953 and decided
finally to try to live with us. I was fourteen.
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I was educated by my mother and by my teachers of Lycée Carnot (now Lycée
pilote Bourguiba de Tunis). My mother demanded that my eventual successes be
a revenge for her broken life. She put the strongest expectations upon me. For her
success meant power and money. In these postwar years it was fashionable to take
Greek and Latin at high school. My mother imposed this choice that unfortunately
had the effect of no sciences, with the exception of mathematics. Mathematics was
taught at a good level in the humanities.

I loved ancient Greek. I worshiped Socrates, as described by Plato. I loved his
ironical lack of respect for the mighty people. In the Gorgias, Socrates is advised
by Callicles to learn the cheap tricks of rhetoric that are needed for winning in the
political disputes of Athens. Socrates refuses and advocates a life devoted to the
search for truth.

Most of my schoolmates belonged to the Jewish community, or I should rather
speak of many Jewish communities. Indeed Jewish people from many countries
emigrated to Tunis. The first diaspora came during the Roman era. These first immi-
grants adopted Arabic names, as Taïeb, Haïat, and were speaking an Arabic dialect
mixed with many Hebrew words (Judeo-Tunisian Arabic). They ultimately became
extremely poor, as it is told in “La statue de sel” by Albert Memmi. The Spanish
Jews who had been expelled from Spain on July 31, 1492, by the Catholic Kings
found a safe exile in North African and in the Ottoman Empire. Finally the “Grana”
came from Livorno in the eighteenth century. Besides Taïeb, Haïat,. . . my friends
were Forti, Modigliani, Houri,. . . In the streets of Tunis one could hear people speak-
ing Italian, Arabic, French, and even Russian. Tunis was a colorful and peaceful
melting pot. Distinct religions coexisted. Tunis was a paradise, as Trieste or Sarajevo
have been. Tunisia was not a French colony. It was a foreign country enjoying a
temporary agreement with France. This agreement (“protectorat”) paved the road to
full independence. Independence was reached peacefully in 1955. Habib Bourguiba
and Pierre Mendès-France were smart people and could understand each other.

In Tunisia beauty was present everywhere. In the landscape, in the architecture,
and even in the dresses of women walking in the streets. Roman ruins had been
preserved. A beautiful aqueduct built twenty centuries ago by the Roman emperor
Hadrian was still standing high near the place we were living. This aqueduct had
been restored in 1267 by El-Mostancir after a partial destruction by the Vandals. I
loved this aqueduct. I was admiring it every day on my way to high school.

The culture of Tunisia results from the influence of a large number of civiliza-
tions. We can list Carthaginian, Roman, Vandal, Jewish, Christian, Arab, Islamic,
Turkish, and French (and the native Amazigh should not be forgotten). Tunisians
are quite tolerant after having been exposed to so many cultures and religions. But
the Lycée Carnot of my childhood was far from being perfect, since it was focused
on the European culture. There were only a few Muslims among the students.
Muslims were mostly studying in the famous Sadiki College, founded in 1875 by the
Grand Vizier Pasha Kheireddine. Not only the Arabic language but also the Tunisian
culture was absent from Lycée Carnot.
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Lycèe Carnot. (Photo: private)

For instance we never heard of Ibn Khaldun who was born in Tunis, lived in the
fourteenth century and was one of the greatest historian of all times. What is the
point of studying ancient Greek and being blind to the culture of the people around
us. I am still ashamed of not being able to speak Arabic. I was shaped that way.

My family left Tunis in August 1956. I was seventeen. My father who was living
with us since his return from Indochina received a position in Strasbourg, the city
where he was born. Compared to Tunis Strasbourg was hell. In 1956 the German
influence was still strong. People were speaking a German dialect and had kept some
traditional German values of the nineteen century. I was quite unhappy there but this
lasted only one year.

I was admitted at Ecole Normale Supérieure in July 1957. My mother strongly
objected my decision to choose Ecole Normale Supérieure instead of Ecole
Polytechnique. Ecole Normale Supérieure leads to a professorship either in high
school where the alumni are given a position immediately after graduating, or for
those who are gifted in research and willing to start a Ph.D. program, eventually
to a position at the University. Ecole Normale Supérieure did not offer a graduate
program. If you enter Ecole Polytechnique you will likely become a manager, an
important person. This was not my goal. I was still influenced by Socrates. I did not
want to be involved in the industrial development of my country. Today I cannot
defend this viewpoint. In Ecole Normale Supérieure we were housed together with
students in humanities. I loved discussing literature with Jacques English (who was
a philosopher) and Yoshio Abe (a specialist of Baudelaire). Y. Abe wrote an essay
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on the years he spent at Ecole Normale Supérieure. Here is what he remembered of
our discussions:

Among the mathematics majors, Meyer was the best and brightest. He loves literature
almost the same level as he loves mathematics. We often discussed Marivaux and Proust, but
I forgot the details of our discussions. What I now remember about Meyer is the following:
on our way back from the concert of Ms. Clara Haskil just before she passed away, he
asked me “The general public do not really understand the state that genius musicians like
her attained through their painstaking efforts; they are left lonely even after they got a big
round of applause from the audience. If that is the case, what is the point of holding a
concert and playing the instrument despite her illness? What do you think?”

After graduating from Ecole Normale Supérieure, I started my professional life
as a high school teacher. For three years I taught mathematics at Prytanée militaire
de La Flèche. Let me explain this decision and what is Prytanée. The King Henri
IV established the Collège Royal in 1604. René Descartes had been a student there.
Napoléon transferred this high school to the Army and gave it the name of Prytanée
militaire de La Flèche. While his officers were fighting in Napoléon’s campaigns,
their children were being educated in the Prytanée. In 1960 the Algerian war of
Independence was still raging. I had the good fortune of doing my military service as
a professor in the Prytanée. Teaching in Prytanée militaire de La Flèche was better
than fighting a bad fight in an unjust war. The Army offered this alternative. My
military service lasted two years and ended in November 1962. Some of my students
of these years are now my colleagues. Let me single out François Ledrappier and
Paul-Jean Cahen.

In 1963 I married Anne Limpaler. I obtained a teaching assistant position at the
University of Strasbourg. In these times Ph.D. did not exist in France. Instead we had
“thèse d’État”, which could last ten years or more. One could be a teaching assistant
for ever. My dedication to harmonic analysis originated from reading the first edition
of Trigonometric Series by Antoni Zygmund. I fell in love with this book, both
with the material and the style of the exposition. A few years later I met Zygmund.
He was the deep, human, simple, and sensitive person I guessed from his book.
Harmonic analysis did not exist in Strasbourg. In the beginning of my mathematical
career, I was working completely alone. I wrote my Ph.D. dissertation in complete
isolation. I constructed non trivial multipliers of the Hardy space H 1(R). I found
interesting examples but I was unable to prove what I conjectured, the fact that
Hörmander’s condition suffices. This was achieved by Elias Stein. I was competing
with Stein without knowing it. When my thesis was completely written and typed by
my wife I asked for Pierre Cartier’s opinion. He advised me to bring it to Jean-Pierre
Kahane. In these years the role of the supervisor was mostly to tell you if what you
were aiming to do had been done before.

Kahane thought that my findings were sufficient for a “thèse d’État”. Elias Stein
was on the way to publishing a much better theorem than the results of my thesis. I
was destroyed. When I presented my dissertation I could not stop saying “I obtained
this theorem but Elias Stein proved a much better result. . . ” Finally the probabilist
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Paul André Meyer who belonged to the committee said “Yves, it is not your role to
criticize your results, it is the role of the committee.” My defense was a disaster.

In 1966 I obtained a temporary position at the mathematics department in Orsay.
At that time this department belonged to the University of Paris. Then I read the
extraordinary book “Ensembles parfaits et Séries trigonométriques” by J.P. Kahane
and R. Salem. I was enthusiastic. The role played by Pisot numbers in the problem
of uniqueness for trigonometric series had been discovered by Salem and Zygmund
and was detailed in this book. It was truly fascinating. Here is the theorem. Let
θ > 2 and Eθ ⊂ R be the Cantor set with dissection ratio 1/θ. More precisely
Eθ is the compact set consisting of all sums

∑∞
0 εkθ

−k where εk ∈ {0, 1}. Then
Eθ is a set of uniqueness for the trigonometric expansion if and only if θ is a Pisot
number. Pisot numbers were discovered by Axel Thue in 1912. I was fascinated by
the interplay between number theory and harmonic analysis which is so profound
and beautiful in this result.

I decided to extend the work of Salem and Zygmund to the problem of spectral
synthesis. More precisely I wanted to prove that Eθ is a set of spectral synthesis
when θ is a Pisot number. Carl Herz did it in 1957 when θ = 3. It took me five years
of intense work to complete this program. Let me describe my approach. Spectral
synthesis holds for a compact set E if every function in L∞ whose Fourier transform
f̂ is supported by E is weak star limit of a sequence of trigonometric polynomials
whose frequencies belong to E. For achieving this goal one samples the dilated
Fourier transform f̂ (θ−Nx) on the discrete set Λθ,N consisting of the 2N sums
∑N−1

0 εkθ
k where εk ∈ {0, 1}. Let Λθ be the increasing union of these Λθ,N . In

Herz’ proof Λ3 ⊂ N and f̂ (3−Nx) can be sampled on a regular grid with a good
control of the L∞ norms. The proof ends there. When θ is not an integer much more
work is needed. The following question shall be answered. What are the discrete
sets Λ of real numbers that have the property that any mean periodic function f

whose spectrum is contained in Λ is an almost periodic function ? If Λ = Λθ

the answer is positive if and only if θ is a Pisot number. More generally I proved
that model sets have this property. These splendid patterns will be rediscovered
four years later as Penrose pavings. Fifteen years later they will be known as
quasi-crystals. Number theory plays a key role in this investigation. I presented
this work on spectral synthesis and Pisot numbers as an invited speaker at the
ICM 1970, which took place in Nice. During these years I often discussed with
Charles Pisot. The book [2] I wrote on the subject in 1970 did not find an audience
and was eventually pulped by Elsevier. Dan Shechtman did not benefit from my
findings.

Penrose pavings (discovered by Roger Penrose in 1974) mimic the beauty of
the Roman mosaics in Tunisia. Penrose pavings are quasi-crystals. As illustrated
by the following picture the medieval Islamic artists already found these splendid
pavings.
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In this part of my mathematical life, I was obsessed by the search of beauty. I
viewed mathematics as an art where only rigor and beauty matter. Was I simply
irresponsible?

In 1974 my work in number theory did not find an audience. Even the small
group of students of Pisot viewed my research as heretical. I was too much ahead
of time. Fifteen years later my book would be a classic. I was quite discouraged,
but I had the good fortune to have Raphy Coifman provide some guidance. At that
time Coifman was a professor at Washington University in Saint Louis. The first
day of my visit there Raphy said we should solve Calderón’s conjectures. In the
early sixties A. Calderón was intrigued by a remarkable discovery achieved by E. de
Giorgi in 1956. De Giorgi proved Hölder estimates on solutions of some elliptic
PDEs without any smoothness assumption on the coefficients. A. Calderón wanted
to recover De Giorgi’s estimates through an improved pseudo-differential calculus
where the smoothness assumptions on the coefficients are minimal. This program
was so ambitious that one might have feared some lengthy preliminary work. This
was not A. Calderón’s style. Instead he pointed to a concise question that happened
to be the magic key opening all doors. Moreover the same key was expected to yield
striking discoveries in real and complex analysis. Here is Calderón’s conjecture. Let
A(x) : R �→ C

m be a Lipschitz function of the real variable x. We have |A(x ′) −
A(x)| ≤ C|x − x ′|, x, x ′ ∈ R. The Lipschitz norm of A is the optimal C and is also
given by ‖a‖∞ where a(x) = d

dx
A(x). Let B ⊂ C

m be the smallest compact set
such that

A(x)− A(y)

x − y
∈ B, x, y ∈ R.
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Let us assume that Φ is analytic on a neighborhood of this compact set B and let
TAf (x) = pv

∫
KA(x, y)f (y) dy be the singular integral operator defined by the

singular kernel

KA(x, y) = Φ

(
A(x)− A(y)

x − y

)
1

x − y
.

A. Calderón made the following claim: There exist a constant C = C(B,Φ) such
that for f ∈ L2 and A as above, one has

‖TA(f )‖2 ≤ C‖f ‖2.

This conjecture is the magic key opening new chapters in complex analysis,
linear PDEs, and nonlinear PDEs. If m = 1 and Φ(t) = (1 + it)−1, TA is the
Cauchy integral on a Lipschitz curve and the boundedness of the Cauchy integral has
far reaching applications to complex analysis. The extension to higher dimensions
of these new singular integral operators is provided by the method of rotations. The
boundedness of the Cauchy integral for all Lipschitz curves implies that the method
of layer potentials can be used to solve the Dirichlet and Neumann problems in
Lipschitz domains. Moreover Calderón’s program is seminal in the modern theory
of multi-linear operators.

It took us seven years to prove it. On the way Raphy and I developed a new
theory of multi-linear operators T = Lp1 × Lp1 × · · · × Lpm �→ Lp where 1/p =
1/p1 + · · ·+ 1/pm. During my visits to the University of Chicago I often discussed
with Alberto Calderón and Antoni Zygmund, which was inspiring and delightful.
What Raphy and I eventually achieved (with the collaboration of Alan McIntosh
in 1981) was immediately applauded and used by all the mathematicians working
in the field. I was invited to speak on these results at ICM 1982 (held in 1983 at
Warsaw). Soon afterwards my students Guy David and Jean-Lin Journé discovered
the fabulous T (1) theorem [1] and most of what Raphy and I have achieved with
much effort and pain was suddenly trivial. For the first time in my life I gained
international recognition. At that time I was still a pure mathematician.

While I was solving some hard problems in pure mathematics Jacques-Louis
Lions was boosting French industry by developing applied mathematics at the
highest level. It took me many years to understand the deepness of his fight. I
changed my views on my research during the Fall of 1983. I was a professor at Ecole
Polytechnique. My friend and colleague Charles Goulaouic was dying of cancer. My
mathematical talent could not even improve the ultrasound examination of his liver.
I was an invalid in front of such human suffering and distress.

In 1984 J-L. Lions gave me an important problem in control theory. This problem
was a key issue in the construction of the International Space Station. The issue
was to control and attenuate some vibrations that could damage the structure. The
control would be achieved by firing a tiny rocket on the station. I fortunately solved
the problem raised by Lions [3]. Then I emerged from depression, and understood
for the first time in my life that my skills in pure mathematics could be used in
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real-life problems. In my research I then abolished the frontier between pure and
applied mathematics. A few months later Louis Nirenberg found a simpler proof.
Then Jacques-Louis Lions found a third proof that led to the HUM strategy.

One year later I was joining the wavelet group led by Ingrid Daubechies, Alexan-
der Grossmann and Jean Morlet. Then for the first time in my life I understood some
of the problems raised in physics and signal processing. Stimulating discussions
with Ingrid Daubechies played a pivotal role in my construction of orthonormal
wavelet bases. Soon after I had the incredible chance of working with Stéphane
Mallat. That happened in 1987 at the University of Chicago. Mallat and I spent
three days in the office of Antoni Zygmund. During these three days Mallat unveiled
a spectacular discovery. He proved that my newborn orthonormal wavelet bases
were nothing other than the quadrature mirror filters that were already used by the
signal processing community. More precisely every orthonormal wavelet basis B is
rooted in a quadrature mirror filters. The converse is not true and some quadrature
mirror filters are unstable. They do not provide us with an orthonormal wavelet
basis. This point was later on clarified by Albert Cohen [5]. Mallat’s discovery
explains why the signal processing community immediately adopted orthonormal
wavelet bases. During my wavelet decade (1984–1994) I could abolish the frontier
between mathematics and the other sciences. I was extremely happy. Moreover I
enrolled Raphy Coifman in this endeavor.

My interest in Navier–Stokes equations arose from the wavelet revolution. My
source of inspiration was (1) a series of talks and preprints by Marie Farge and
(2) an intriguing paper by Guy Battle and Paul Federbush entitled “Navier and
Stokes meet the wavelets”. Following the views of Marie Farge, Guy Battle and
Paul Federbush, it was reasonable to believe that wavelet based Galerkin schemes
could overcome pseudo-spectral algorithms that are acknowledged as being the
best solvers for Navier–Stokes equations. Indeed turbulent flows are active over
a full range of scales and one is tempted to decouple Navier–Stokes equations
into (1) a sequence Ej ; j ∈ Z of equations where the evolution is confined to

Raphy Coifman and me. (Photo: private)
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a given scale 2j and (2) some description of the nonlinear interactions between
scales or of the energy transfers across scales. The only existing algorithm that
permit to travel across scales while keeping an eye on the frequency contents is
the Littlewood-Paley expansion (or the wavelet analysis). Furthermore micro-local
analysis and Littlewood-Paley expansions have been successfully applied to Navier–
Stokes or Euler equations by Jean-Yves Chemin and his students. Times were ripe
for replacing Littlewood–Paley analysis by fast numerical schemes that have the
same scientific contents, i.e. by wavelet analysis. It is surprising that this endeavor
was not a success story. As often in science, something else was found. My student
Marco Cannone made two main discoveries. He proved that Littlewood–Paley
expansions were more effective than wavelet expansions in the Battle–Federbush
paper. He then observed that a strategy due to Fujita and Kato (but also used by
Cazenave and Weissler) was even more effective. Once this was clarified, Marco
Cannone and Fabrice Planchon improved on the Fujita–Kato theorem. Indeed they
proved global existence for solutions u(x; t) ∈ C ([0;∞);L3(R3)) whenever the
initial condition u0 is oscillating. Uniqueness was proved by Pierre-Gilles Lemarié
a few years later. The oscillating character of u0 is defined by the smallness of a
Besov norm in a suitable Besov space. An equivalent condition is given by simple
size estimates of the wavelet coefficients. These methods did not yield the limiting
case. The best result in this direction was finally obtained by Herbert Koch and
Daniel Tataru [4].

Nine years ago I returned to pure mathematics. In collaboration with my student
Basarab Matei I unveiled the magic properties of irregular sampling on quasi-
crystals. One can take advantages of holes in the spectrum of a band-limited signal f
to down-sample f below the Nyquist rate. The Lebesgue measure of the spectrum
of f replaces the Nyquist rate one samples on a quasi-crystal. At that time I was
unaware of the remarkable work of Nir Lev and Alexander Olevskii on the subject.
Now Alexander Olevskii and I are also studying quasi-crystalline measures. A
discrete measure μ is quasi-crystalline if (a) the support of μ is a locally finite
set, (b) μ is a tempered distribution, and (c) the support of the distributional Fourier
transform μ̂ of μ is also locally finite. Olevskii and I completed some missing proofs
in an old and forgotten paper by Andrew Guinand that was published in 1959 in Acta
Matematica.

The success of my research is mostly due to my friends. Let me single out
Raphy Coifman, and praise a friendship over more than forty years. Working with
Alexander Olevskii is a blessing. The success of my research is also due to my
incredible students. I shared so much with them. We are a family. Alberto Calderón
was my spiritual father and my love and gratitude have no bounds. My colleague
and friend Robert Ryan kindly improved this manuscript. Let me thank Bob once
more for his help.
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A Journey Through the Mathematics
of Yves Meyer

Albert Cohen

Abstract The mathematics of Yves Meyer cover a wide range of fields, as various
as number theory, harmonic analysis, operator theory, partial differential equations,
control theory, signal and image processing.This survey gives an introductory and
self-contained overview of Yves Meyer’s contributions to these areas of research.

Foreword

The mathematics of Yves Meyer cover a wide range of fields, as various as number
theory, harmonic analysis, operator theory, partial differential equations, control
theory, signal and image processing.

We have chosen to illustrate this unusual variety by a selection of representative
highlights. Each of them strikes the imagination either by its depth and elegance,
far reaching vision, or its potential for applications in science and technology,
sometimes all such features combined together. The main themes, that are treated in
separate sections, are the following:

1. Problems in harmonic analysis and number theory, that paved the way to the
mathematical theory of quasicrystals.

2. The study of singular integral multilinear operators, which culminated with the
treatment of the Cauchy integral on a Lipschitz graph.

3. The construction of wavelet bases and other time-frequency systems, and their
application to the analysis of global and local smoothness.

4. Topics in partial differential equations, such as control of waves, compensated
compactness, oscillations in nonlinear evolution systems.

Our objective is to offer a limited but self-contained survey of Yves Meyer’s
contributions and to evoke the broad research programs in which these contributions
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take place. We have tried to reach a unified notation in the statement of the various
results, which sometimes leads to formulations that slightly differ from the original
ones. The reader interested in more detailed treatments is invited to consult the
beautiful monographs and books by Yves Meyer which are referred to throughout
the discussion, according to their relevance to each topic.

The author is deeply indebted to several colleagues for discussions, comments
and suggestions. He would like to thank in particular Jean-Paul Allouche, Aline
Bonami, Wolfgang Dahmen, Ronald DeVore, Guy David, Alain Haraux, Stéphane
Jaffard, François Murat and Fabrice Planchon.

1 Harmonic Analysis, Quasicrystals and Number Theory

In 1982, Dan Shechtman found out by electron microscopy that certain metallic
alloys have X-ray diffraction spectra with seemingly contradictory properties [87].
On the one hand, these spectra exhibit sharp spots which indicate some long
range structure, similar to crystals. On the other hand, these spots obey angular
symmetries of π/5 which are in contradiction with a periodic organization of the
atoms. Quasicrystals had been discovered, leading scientists to reconsider some
of their conception of matter after few years of controversy. The Nobel prize in
chemistry was awarded to Shechtman in 2011 for his achievement.

Aside from their experimental discovery, particular examples of quasicrystals
had been provided in the beautiful tilings constructed in 1974 by Roger Penrose,
however a consistent mathematical description of quasicrystal was seemingly
missing. Amazingly, the theoretical model was already available, introduced a
few years earlier in foundational works by Yves Meyer on harmonic analysis and
number theory.

As we discuss further, one initial motivation was the study of the properties of
certain sets obtained by a dissection process similar to the generation of the Cantor
triadic set. The same concepts that led to the mathematical theory of quasicrystals
played a crucial role in studying the spectral synthesis problem for such fractal sets.
They were also used to revisit the proof of a celebrated result of Raphaël Salem and
Antoni Zygmund on the uniqueness problem for trigonometric series. Yves Meyer
was awarded the Salem prize in 1970 for these outstanding results, which are, among
many others, detailed in his books [64, 65] and monograph [67].

The relations between number theory and harmonic analysis remain an object of
high interest for Yves Meyer, as illustrated by two recent contributions that we evoke
at the end of this section. The first one shows that certain quasicrystals constitute
natural grids for sampling band-limited functions with unknown Fourier support
of given measure. The second one establishes new Poisson summation formulas
for atomic measures supported on non-uniform grids, reviving the work of Andrew
Guinand.
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1.1 Spectral Synthesis

From its early days, the theory of Fourier series has been a source of problems which
stimulated the development of entire fields of mathematics. In particular the theory
of sets developed by Georg Cantor after 1870 has been motivated by questions such
as the following: if a trigonometric series, written in modern form as

∑

n∈Z
cne

inx (1)

converges towards 0 everywhere outside of a set S, is it necessarily the null
series? If such a property holds, S is called a set of uniqueness, otherwise a set
of multiplicity. These properties are obviously preserved by translation of S and it
can be proved that they are also preserved by dilation of S. Countable sets are known
to be of uniqueness type, while sets with positive Lebesgue measure are obviously
of multiplicity type. This leads to focus on uncountable sets with null Lebesgue
measure.

Natural candidates for this investigation are the fractal sets obtained by a
dissection process: for a given real number θ > 2, starting from the interval [0, 1],
one removes the interval ]κ, 1 − κ[ where κ = θ−1. A similar removal process is
applied at the new scale on the two remaining intervals, and iterated. The particular
case θ = 3 leads to the Cantor triadic set. For a general θ > 2, up to a rescaling by
θ − 1, the limit set is of the form

Eθ =
{∑

k≥1

εkθ
−k : εk ∈ {0, 1}

}
. (2)

In 1955, Raphaël Salem and Antoni Zygmund gave a beautiful characterization of
sets of the above form that are of uniqueness type [84] in terms of a number theoretic
property. We recall that a number θ ∈ R is algebraic if it is a solution of an equation
a0 + a1x + · · · + anx

n = 0 with aj ∈ Z. Its conjugates are the other roots when
considering the equation of minimal degree n, also called the degree of θ . Non-
algebraic real numbers are called transcendentals.

Definition 1 A Pisot–Vijayaraghavan number is an algebraic number θ > 1 such
that all its conjugates have moduli strictly less than 1. A Salem number is an
algebraic number θ > 1 such that all its conjugates have moduli less than or equal
to 1 with at least one case of equality.

Pisot–Vijayaraghavan numbers were discovered by Axel Thue in 1912 and
studied separately by Charles Pisot and Tirukkannapuram Vijayaraghavan. Integers

larger than 2 or the golden ratio 1+√
5

2 are examples of Pisot–Vijayaraghavan
numbers, while square roots of integers larger than 2 are not. Charles Pisot showed
that such numbers are also characterized by the following property: there exists a
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real a > 0 such that, for all j ≥ 0,

aθj = mj + εj , (3)

where the mj are natural numbers and (εj )j≥0 ∈ �2. In words, up to rescaling,
the iterated powers of θ are asymptotically close to the set of integers, as opposed
to iterated powers of a generic real number. The characterization by Salem and
Zygmund of dissection sets which have the property of uniqueness is the following.

Theorem 2 The dissection set Eθ is a set of uniqueness if and only if θ is a Pisot–
Vijayaraghavan number strictly larger than 2.

The fascinating interplay between fractal geometry, number theory and harmonic
analysis is explored in depth in the book of Jean-Pierre Kahane and Raphaël
Salem [48]. After completing his doctoral thesis, Yves Meyer embraced this line
of research. One of his first contributions to number theory concerns the concept
of normal set that was studied at that period by François Dress, Michel Mendès
France and Gérard Rauzy. A set E ⊂ R is called a normal set if there exists a
sequence (λn)n≥1 of real numbers such that E is the set of all x for which the
sequence (xλn)n≥1 is equidistributed modulo 1. The following result obtained by
Yves Meyer in [63] implies that the set of transcendental numbers is a normal set.

Theorem 3 For all ε > 0, there exists a sequence (λn)n≥1 of real numbers such
that |λn − n| ≤ ε and such that the sequence (xλn) is equidistributed modulo 1 if
and only if x is a transcendental number.

In the end of the 1960s, Yves Meyer decided to work on the spectral synthesis
of bounded continuous functions. Given a compact set E ⊂ R, one considers the
space BE of bounded continuous functions on R whose spectrum is contained in
E, and its subset SE that consists of all finite combinations of complex exponential
functions

eλ(x) := exp(i2πλx), (4)

for λ ∈ E. The spectrum of a continuous function f can be defined as the set of all
λ such that eλ belongs to the closure of the translates {f (·−y)}y∈R for the topology
of uniform convergence on compact sets. For a bounded continuous function this
set is the support of its distributional Fourier transform. Note that throughout this
section, the Fourier transform is defined by

f̂ (ω) =
∫

Rd

f (x)e−i2π〈ω,x〉dx, (5)

while the factor 2π is omitted in the definition used in further Sects. 2, 3 and 4.
One wants to know if SE is dense in BE in the weak∗ topology σ(L∞, L1). If

the answer is positive, E is called a set of spectral synthesis. A countable set E is
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always a set of spectral synthesis, in this case the weak∗ topology can be replaced
by the strong one.

In addition, one is interested in concrete approximations schemes through linear
operators of finite rank

Lk : BE �→ SFk , (6)

where (Fk)k≥1 is a sequence of finite subsets of E such that #(Fk) → ∞. These
operators should thus satisfy

lim
k→∞

∫

R

Lkf (x)g(x)dx =
∫

R

f (x)g(x)dx, f ∈ BE, g ∈ L1(R). (7)

It can be checked that this implies the uniform stability property

‖Lkf ‖L∞ ≤ C‖f ‖L∞, f ∈ BE, k ≥ 0, (8)

for some fixed constant C, as well as uniform convergence of Lkf towards f on
any compact set.

Raphaël Salem wanted to understand if the answer to the problem of spectral
synthesis for the dissection sets Eθ can also be given in terms of number theoretic
properties, similar to sets of uniqueness. In the particular case of the triadic Cantor
set E3, a positive answer was given by Carl Herz in [41].

Yves Meyer attacked the spectral synthesis problem for more general dissection
sets Eθ by studying a specific approximation procedure: observing that

Eθ = Fk + θ−kEθ , Fk :=
{ k∑

j=1

εj θ
−j : εj ∈ {0, 1}

}
, (9)

one finds that any f ∈ BE can be decomposed into

f (x) =
∑

λ∈Fk

aλ(x)eλ(x), (10)

where each function aλ belongs to Bθ−kEθ
. The functions aλ therefore have slower

variation as k → ∞, which suggests the approximation

Lkf (x) :=
∑

λ∈Fk

aλ(0)eλ(x). (11)

Yves Meyer gave a characterization of the dissection sets for which this approxima-
tion process is successful [67].
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Theorem 4 For any real number θ > 2, the following properties are equivalent:

• Eθ is a set of spectral synthesis and the linear approximation scheme defined
by (11) satisfies the uniform bound (8).

• θ is a Pisot–Vijayaraghavan number such that for any k ≥ 0 and with n the
degree of θ , the identity

ε0 + ε1θ + · · · + εkθ
k = (1 − θk+1)(q0 + q1θ + · · · + qnθ

n), (12)

with εj ∈ {−1, 0, 1} and qj ∈ Q, implies that εj = qj = 0 for all j .

In particular, all integers θ > 2 fall in the above described category. While
the above approximation process (11) may fail for general Pisot–Vijayaraghavan
numbers, Yves Meyer proves in [65] that it is still possible to construct a sequence
of operators (Lk)k≥1 which has the required properties, thereby establishing the
following result.

Theorem 5 If θ > 2 is a Pisot–Vijayaraghavan number, then Eθ is a set of spectral
synthesis.

1.2 Coherent Sets of Frequencies

The proof by Yves Meyer of the above results relies in good part on the study of the
discrete grid Λθ that consists of all finite sums of the form

∑

k≥0

εkθ
k, εk ∈ {0, 1}. (13)

These sums are the frequencies that appear after properly rescaling the functions
Lkf in (11). The study of these grids also led Meyer to revisit the work of Salem
and Zygmund, providing a new and simpler proof of Theorem 2.

One crucial property is encapsulated in the following definition proposed in [65].
We now use the multivariate notation

eλ(x) = exp(i2π〈λ, x〉), (14)

for λ ∈ Rd

Definition 6 A set Λ ⊂ Rd is a coherent set of frequencies if there exist a
compact set K ⊂ Rd and a constant C such that every finite trigonometric sum
g :=∑

λ∈Λ cλeλ with frequencies in Λ satisfies

‖g‖L∞(R) ≤ C‖g‖L∞(K). (15)
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The above concept was already contained in a fundamental work of Jean-Pierre
Kahane [47] that studies the links between the two well-known variants of periodic
functions:

• Almost periodic functions, introduced by Harald Bohr in 1923, are the continu-
ous functions which are uniform limits on Rd of finite linear combinations of the
functions (eλ)λ∈Rd .

• Mean periodic functions, introduced by Jean Delsarte in 1934, are the continuous
functions f such that the set τ (f ) spanned by the translates {f (·−y)}y∈Rd in the
topology of uniform convergence on compact sets is a strict subspace of C(Rd).

In 1947, Laurent Schwartz proved in [85] that any univariate mean-periodic function
f of spectrum Λ can be uniformly approximated on every compact set by finite
linear combinations of

eλ,p(x) := xp exp(i2πλx), p ∈ N, λ ∈ Λ. (16)

This result was extended to the multivariate case in 1955 by Bernard Malgrange.
In the case where f is also bounded, one shows that a similar approximation

result holds when only using the trigonometric functions eλ, which suggests that
it could be an almost periodic function. However, Jean-Pierre Kahane shows that
there exist bounded mean-periodic functions that are not uniformly continuous
and therefore not almost periodic. This leads him to the following question: what
condition on Λ ⊂ R characterizes the existence of a bounded mean-periodic
function f with spectrum contained in Λ that is not almost periodic? One main
result from [47] is that a necessary and sufficient condition is that Λ should be a
coherent set of frequencies, with K in Definition 6 being an interval.

One trivial instance of a coherent set of frequencies is given by the regular lattice
Λ = Zd , or any of its subsets, for which one can take K = [0, 1]d . The particular
sets discussed in the seminal work of Kahane are lacunary sequences of Sidon
type for which the interval K satisfying (15) can be chosen with arbitrarily small
measure.

Examples of coherent sets of frequencies that are not subsets of a regular lattice
were provided by Yves Meyer. As to the grids Λθ given by (13), the following result
is proved in [68].

Theorem 7 For θ > 2, the set Λθ is a coherent set of frequencies if and only if θ is
a Pisot–Vijayaraghavan number.

Other examples, that are discussed further, paved the way to the mathematical
theory of quasicrystals. The relevance of coherent sets of frequencies to the spectral
synthesis problem lies in the following result.

Theorem 8 Let Λ be a coherent set of frequencies. Then, there exist a neighbour-
hood V of the origin and a constant C > 1, such that if (aλ)λ∈Λ is a collection of
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functions in BV , one has

sup
x,y∈Rd

∣
∣
∣
∑

λ∈Λ
aλ(y)eλ(x)

∣
∣
∣ ≤ C sup

x∈Rd

∣
∣
∣
∑

λ∈Λ
aλ(x)eλ(x)

∣
∣
∣. (17)

Conversely, this property implies that Λ is a coherent set of frequencies.

In the above inequality, the function of the variable x appearing on the right side
has spectrum in Λ+V , while the function of the variables x and y on the left side has
spectrum in Λ× V and coincides with f on the diagonal x = y. This construction
was termed in French as principe des soucoupes, since Λ+ V may be visualized as
a sequence of saucers distributed on a table which are “piled up” in Λ × V . When
applied to the set Λθ , this principle is used by Meyer to establish the stability of
approximation schemes such as (11) and therefore the spectral synthesis property
for the sets Eθ .

1.3 Mathematical Models of Quasicrystals

The mathematical model for a perfect crystal is a set Λ ⊂ Rd of the form

Λ := F + L, (18)

where F is a finite set and L is a full rank lattice, that is,

L = BZd , (19)

whereB is a d×d invertible matrix. Let us denote by |L| := | det(B)| the measure of
the fundamental volume of L. The Poisson summation formula, that plays a central
role in crystallography, may be written as the distributional identity

|L|
∑

λ∈L
δ̂λ =

∑

λ∗∈L∗
δλ∗, (20)

where the dual lattice L∗ is the set of points λ∗ ∈ Rd such that 〈λ, λ∗〉 ∈ Z for all
λ ∈ Λ or equivalently L∗ = (Bt )−1Zd .

Let us now turn to the mathematical models of quasicrystals that emerged
from the work of Yves Meyer [64, 65, 67]. All of them are instances of sets of
coherent frequencies. We begin with a preliminary definition that describes a certain
uniformity in the placement of points.

Definition 9 A set Λ ⊂ Rd is a Delone set if it is both

• Uniformly discrete: there exists r > 0 such that any ball B(x, r) contains at most
one point of Λ.
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• Relatively dense: there exists R > 0 such that any ball B(x,R) contains at least
one point of Λ.

Obviously, lattices and perfect crystals obey this property, but many other sets
also do. In particular, Delone sets are generally not sets of coherent frequencies.
Mathematical quasicrystals are Delone sets with additional structural properties that
are described by Yves Meyer in various ways.

The first description is obtained by the cut and project scheme which was implicit
in earlier work on algebraic number theory: the set of interest is obtained by
projecting a “slice” cut from a higher dimensional lattice in general position.

Definition 10 Let L be a full rank lattice L of Rd+m for some d,m > 0. Denoting
by p1(x) ∈ R

d and p2(x) ∈ R
m the components of x ∈ R

d+m such that x =
(p1(x), p2(x)), we assume that p1 is a bijection between L and p1(L) with dense
image. A similar property is assumed for p2. Let K ⊂ R

m be a Riemann integrable
compact set of positive measure. The associated model set Λ = Λ(L,K) ∈ R

d is
defined by

Λ := {p1(x) : x ∈ L, p2(x) ∈ K}. (21)

Model sets are particular cases of more general notions of quasicrystals which
are discussed further. Their link with the grids Λθ given by (13) is expressed by the
following result.

Theorem 11 If θ is a Pisot–Vijayaraghavan number, then Λθ is contained in a
model set Λ.

Yves Meyer observes that the Poisson formula (20) on the underlying lattice
structure L induces a similar formula for the model set Λ(L,K) however involving
weights: for any smooth function ϕ compactly supported in K , one has

∑

x∈L
ϕ(p2(x))δ̂p1(x) =

∑

x∗∈L∗
ψ(p2(x

∗))δp1(x
∗), (22)

where

ψ(ω) := |L|−1(2π)dϕ̂(−ω). (23)

Formula (22) shows that the Fourier transform of an atomic measure of the form∑
γ∈Λ w(γ )δΛ, thus supported by the model set Λ, is an atomic measure on a dense

set of points, however with higher weights on certain points induced by the fast
decay of ψ . Antonio Cordoba proved that such Poisson summation formulas always
require weights unless Λ is a lattice [23].

The second mathematical description of quasicrystals involves a concept of
duality motivated by the study of almost periodic functions.
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Definition 12 Let Λ ⊂ Rd and ε > 0. The ε-dual of Λ is the set

Λε := {ν ∈ R
d : | exp(i2π〈ν, λ〉)− 1| ≤ ε, λ ∈ Λ}. (24)

Obviously if Λ is a full rank lattice, one has Λ∗ ⊂ Λε for all ε > 0, and equality
holds for ε sufficiently small. On the other hand, the ε-dual of most Delone sets is
reduced to {0}. Structural properties may therefore be described by imposing that
the set Λε consists of many elements.

Definition 13 A set Λ is ε-harmonious if Λε is relatively dense, and harmonious if
this holds for all ε > 0.

The third description, now commonly used as the mathematical definition of a
quasicrystal and termed as Meyer sets by Robert Moody [78], is based on the study
of the difference set

Λ−Λ := {λ− ν : λ, ν ∈ Λ}. (25)

The set Λ − Λ is relevant to crystallography since diffraction patterns are related
to the Fourier transform of the autocorrelation of the density function, therefore
involving the interatomic distance vectors λ− ν.

Definition 14 A set Λ ⊂ Rd is a Meyer set if it is a Delone set such that

Λ−Λ ⊂ Λ+ F, (26)

where F is a finite set.

Jeffrey Lagarias shows in [49] that this property has an even simpler equivalent
expression.

Theorem 15 A set Λ ⊂ Rd is a Meyer set if and only if it is a Delone set such that
Λ−Λ is also a Delone set.

The relations between the above descriptions of quasicrystals have been estab-
lished by Yves Meyer and can be summarized as follows.

Theorem 16 Let Λ ⊂ Rd be a Delone set. The following properties are equiva-
lent:

• Λ is a Meyer set.
• Λ is a harmonious set.
• There exists a model set Λ(L,K) and a finite set F such that Λ ⊂ F +Λ(L,K).

Meyer sets, and therefore harmonious and models sets, are sets of coherent
frequencies.

Among the many connections between the above models of quasicrystals and
number theory, a striking one appears when asking which dilation factors leave such
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sets invariant. These factors are obviously the integers in the case of a full rank
lattice. The answer for more general quasicrystals is provided in a beautiful result
of Yves Meyer.

Theorem 17 Let Λ be a Meyer set. If θ > 1 is such that θΛ ⊂ Λ, then it is a
Pisot–Vijayaraghavan or Salem number. Conversely, for any Pisot–Vijayaraghavan
or Salem number θ , there exists a Meyer set Λ such that θΛ ⊂ Λ.

1.4 Universal Sampling Sets

Yves Meyer did not have in mind the mathematical description of quasicrystals
when introducing and studying the previously described discrete sets. One of his
intuitions was that such sets could serve as natural sampling grids for relevant
classes of functions.

Sampling theory has been motivated since the 1960s by the development of
discrete telecommunications. It is well known, since the foundational work of
Claude Shannon and Harry Nyquist, that regular grids are particularly suitable for
the sampling of certain band-limited functions. This may be seen as a direct con-
sequence of the Poisson summation formula (20) which yields, for any sufficiently
nice function f ,

|L|
∑

λ∈L
f (λ)ei2π〈λ,ω〉 =

∑

λ∗∈L∗
f̂ (ω + λ∗). (27)

This last formula shows that, if E ⊂ Rd is a compact set with translates (E +
λ∗)λ∗∈L∗ having intersections of null measure, functions with Fourier transform
supported in E are then stably determined by their sampling on Γ . Such sets E

should in particular satisfy

|E| ≤ 1

|L| . (28)

One elementary example, for which equality holds in the above, is the fundamental
volume of the lattice L∗, that is,

EL∗ = (B∗)−1([0, 1]d), (29)

or any of its translates. A theory of stable sampling on more general discrete sets was
developed in the 1960s by Henry Landau and Arne Beurling, and can be summarized
as follows. If E ⊂ Rd is a compact set, one considers the Paley–Wiener space FE

that consists of all functions in L2(Rd) with Fourier transform supported on E.
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Definition 18 A set Λ ⊂ Rd has the property of stable interpolation for FE if
there exists a constant C such that

∑

λ∈Λ
|f (λ)|2 ≤ C‖f ‖2

L2, f ∈ FE. (30)

It has the property of stable sampling for FE if there exists a constant C such that

‖f ‖2
L2 ≤ C

∑

λ∈Λ
|f (λ)|2, f ∈ FE. (31)

Necessary conditions for stable interpolation and sampling can be stated in terms
of certain density notions introduced by Beurling for discrete sets. The upper density
of Λ ⊂ R

d is defined by

dens(Λ) = lim supR→∞ sup
x∈Rd

#(Λ ∩ B(x,R))

|B(x,R)| (32)

and its lower density by

dens(Λ) = lim infR→∞ inf
x∈Rd

#(Λ ∩ B(x,R))

|B(x,R)| (33)

The set is said to have uniform density if dens(Λ) = dens(Λ) := dens(Λ). The
following result was obtained by Henri Landau in [55].

Theorem 19 If Λ is a set of stable sampling for FE , then dens(Λ) ≥ |E|. If Λ is a
set of stable interpolation for FE , then dens(Λ) ≤ |E|.

Sufficient conditions cannot however be stated in terms of the sole density,
unless E has some simple structure. For example, when E is a univariate interval,
Beurling showed that sets with density strictly larger than |E| have the stable
sampling property. The case of a lattice L is instructive: on the one hand, the set
EL∗ has measure |EL∗ | = |L|−1 = dens(L) and satisfies the stable sampling
and interpolation properties in view of (27). On the other hand, other sets E with
the same or even smaller measure could have their translates by Λ∗ overlapping
with non-zero measure, which is a principal obstruction to these properties. This
phenomenon is well known in electrical engineering as aliasing.

A natural question is therefore: does there exist sets Λ that are suitable for the
sampling of band-limited functions with Fourier support contained in any arbitrary
set E of prescribed measure? Such sets Λ are called universal sampling sets.

In view of the previous remarks, regular lattices cannot be universal sampling
sets. In [80, 81], Alexander Olevskii and Alexander Ulanovskii gave the first
construction of a set Λ of uniform density that has the stable sampling property
for any E such that

|E| < dens(Λ). (34)
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Yves Meyer had the intuition that the model sets given by (21) could offer a natural
alternative solution to this problem. The density of a model set Λ = Λ(L,K) is
uniform and given by

dens(Λ) = |K|
|L| . (35)

The following result was established together with Bassarab Matei [59, 60], for
model sets Λ := Λ(L,K) ⊂ Rd such that K is a univariate interval. Such model
sets are called simple quasicrystals.

Theorem 20 A simple quasicrystal Λ is a set of stable sampling for any E such
that (34) holds.

In [75], Yves Meyer showed that the above theorem could be derived from a
duality principle established in his early work on model sets [68], and that this new
approach is intimately linked with the problem studied by Jean-Pierre Kahane in
[47].

There exists an interesting parallel between this result and the theory of com-
pressed sensing developed by Emmanuel Candès and Terence Tao which deals with
finite discrete signals represented by large vectors. Compressed sensing reveals in
particular that, with high probability, vectors with unknown support of a prescribed
size s can be reconstructed by Fourier measurements at m random frequencies when
m is larger than s by a logarithmic factor [9]. Theorem 20 may thus be viewed as
a deterministic analog to compressed sensing, where sparse vectors are replaced by
band-limited functions.

1.5 New Poisson Summation Formulas

In 2015, Yves Meyer returned to topics combining harmonic analysis and number
theory, by considering the following general problem: which measures μ supported
on a discrete set Λ have distributional Fourier transform μ̂ also supported on a
discrete set Λ̂?

In view of the classical Poisson formula (20), trivial examples are the Dirac comb∑
λ∈L δλ on a lattice L, as well as its translated and modulated versions

∑

θ∈F

∑

λ∈L
Pθ (λ)δλ+θ , (36)

where F is a finite set and each Pθ is a finite combination of complex exponential
functions ea with a ∈ Rd . A striking result due to Nir Lev and Alexander Olevskii
[52] shows that these examples are the only ones if it is required that the supports
are also uniformly discrete.
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Theorem 21 If the support of a univariate measure μ and of its Fourier transform
μ̂ are both uniformly discrete, then μ is of the form (36). The same holds for a
multivariate measure under the assumption that μ or μ̂ is positive.

Non-trivial examples can be obtained if one replaces the uniformly discrete
condition by the weaker condition that Λ and Λ̂ are locally finite, that is, their
intersection with any compact set is finite. Measures (assumed to be tempered distri-
butions) that are supported on locally finite sets as well as their Fourier transform are
termed by Yves Meyer as crystalline measures. Examples of univariate crystalline
measure have been proposed by Lev and Olevskii [53], but older examples turned
out to be already provided in a paper from 1959 by Andrew Guinand [38].

The distribution considered by Guinand is of the form

σ := −2δ′0 +
∞∑

n=1

r3(n)√
n

(δ√n − δ−√
n) (37)

with r3(n) being defined as the number of points k ∈ Z3 such that |k|2 = n. Guinand
proved that it satisfies

σ̂ = iσ. (38)

Yves Meyer shows in [74] how this construction can be modified in order to get rid
of the Dirac derivative δ′0. Defining the measure

μ :=
∞∑

n=1

χ(n)
r3(n)√

n
(δ√n/2 − δ−√

n/2), (39)

where χ(n) = −1/2 if n ∈ N \ 4N, χ(n) = 4 if n ∈ 4N \ 16N, and χ(n) = 0 if
n ∈ 16N, Meyer proves that it satisfies

μ̂ = −iμ. (40)

Other examples have been provided since then, also with distributions of points of
the form ±√

n, which therefore become denser at infinity.
Jesús Ildefonso Diaz had the intuition that the constructions of Guinand and

Meyer should be linked with the wave equation and the application of Huygens
principle on the three-dimensional torus. This was confirmed by the following result
obtained jointly with Yves Meyer [30].

Theorem 22 Let T be a three-dimensional torus. Let ν be a finitely supported
measure on V such that

∫
T
dν = 0, and let u : T × R → R be the solution to

the Cauchy problem

∂2u

∂t2
−Δu = 0, u(·, 0) = 0,

∂u

∂t
(·, 0) = ν. (41)
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Then u(x0, ·) is a crystalline measure for every x0 ∈ T which does not belong to the
support of ν.

The above result gives a new interpretation to the constructions of Guinand and
Meyer. For example, the measure μ in (39) is obtained by taking

ν =
∑

k∈ 1
2Z

3\Z3

1

2
δk −

∑

k∈ 1
4Z

3\ 1
2Z

3

1

16
δk, (42)

for the initial velocity in (41), having identified T with R3/Z3.
The non-standard Poisson formulas obtained by Guinand, Lev, Olevskii, Meyer

and others are fascinating, and the topic is still at its infancy. No one knows yet
if these formulas will prove to be useful, either in the description of physical
phenomena or in concrete applications. As we have seen, both turned out to be
the case for the model sets, a few years after their introduction by Yves Meyer.

2 The Calderón Program

The mathematical analysis of linear and nonlinear partial differential equations
has motivated the systematic study of certain classes of operators that generalize
differential operators with constant coefficients.

Classical instances of such classes, pushed into the forefront by Lars Hörmander
in the 1960s, are the pseudo-differential operators which have the general form

T u(x) = 1

(2π)d

∫

Rd

eix·ωσ(x, ω)û(ω)dω. (43)

where

û(ω) :=
∫

Rd

u(x)e−ix·ωdx, (44)

is the Fourier transform of u and where σ is a given function defined on R2d . The
function σ is called the symbol of T , and reduces to a polynomial in ω in the
case of differential operator with constant coefficients. Pseudo-differential calculus
relies on the fact that several properties and operations on such operators have
simple expressions at the level of their symbol. However this typically comes at
the price that σ should be infinitely differentiable. Consequently, operations such as
multiplication by non-smooth functions are excluded.

Alberto Calderón wanted to overcome this limitation, motivated by the study
of linear PDEs involving non-smooth coefficients or domains with non-smooth
boundaries, which are encountered in many realistic situations. He also had in mind
nonlinear PDEs as he wrote: “the aim of this greater generality is to obtain stronger
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estimates and to prepare the ground for applications to the theory of quasilinear and
nonlinear differential equations”. These objectives led Calderón to consider other
types of operators that are defined by means of singular integral kernels, and to
formulate far reaching conjectures on their boundedness, as we detail further.

In 1974, Yves Meyer started an intense and long term collaboration with Ronald
Coifman which led to the complete proof of Calderón’s conjectures. This came
together with the introduction and analysis of multilinear singular operators. One
highly celebrated result on which we focus our attention is the boundedness in L2

of the operator associated with the Cauchy integral on a Lipschitz curve, which
was established in 1981 in collaboration with Alan McIntosh [19]. Several beautiful
offsprings came out from this intense scientific activity, often obtained by students
of Yves Meyer, and we mention a few of them in the end of this section.

2.1 Calderón–Zygmund Operators and Calderón’s Conjectures

In the 1950s Alberto Calderón and Antoni Zygmund addressed the problem of
finding minimal conditions for the boundedness of integral operators in Lp spaces.
One objective was to go beyond standard convolution operators and allow for non-
integrable kernels which arise naturally in the studies of PDEs, as discussed further.
The most commonly used class which emerged from their work is the following.

Definition 23 A Calderón–Zygmund operator is an integral operator

T u(x) =
∫

Rd

K(x, y)u(y)dy, (45)

which acts boundedly in L2(Rd ) and such that, for some constant C, its kernel
satisfies the estimates

|K(x, y)| ≤ C|x − y|−d, (46)

and

|∇xK(x, y)| + |∇yK(x, y)| ≤ C|x − y|−(d+1), (47)

for all x �= y.

Since K(x, ·) can be non-integrable, the integral defining T needs, in such case,
to be defined by an appropriate limiting process. The simplest example of such an
operator is the univariate Hilbert transform

Hu(x) = lim
ε→0

1

π

∫

|y|>ε

u(x − y)

y
dy, (48)

which is the convolution operator with the distribution x �→ 1
π

pv( 1
x
).
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One nice feature of Calderón–Zygmund operators is that their boundedness in
Lp spaces for 1 < p < ∞ follows for free from the L2 boundedness assumption
combined with the estimates (46) and (47). The proof of this fact is based on a
subtle decomposition of the function u, also due to Calderón and Zygmund, see
[22, 86] or [76] for a general introduction. In the case of the Hilbert transform, the L2

boundedness follows trivially from Parseval’s equality, since the Fourier transform
of x �→ 1

π
pv( 1

x
) is the uniformly bounded function ω �→ −i sgn(ω). This is not

anymore applicable for operators which do not have a convolution structure, and for
which L2 boundedness becomes a central topic of investigation.

Calderón considered the operators TA associated with kernels of the form

KA(x, y) = Φ
(A(x)− A(y)

x − y

) 1

x − y
, x, y ∈ R, x �= y, (49)

where A : R → C
m is a Lipschitz function, that is, such that ‖A′‖L∞ = L < ∞.

Here, Φ is a given function that is assumed to be analytic in a neighbourhood of
the smallest compact set B such that A(x)−A(y)

x−y
∈ B for all x, y ∈ Rd . Similar

to the Hilbert transform, such operators are defined by a proper limiting process.
Calderón’s conjectures can be summarized as follows.

Claim The operators TA act boundedly in L2 with ‖TA‖L2→L2 ≤ C(B,Φ).

A case of particular interest is met when Φ(z) = (1 + iz)−1 and A takes its
values in R. The operator TA is then

TAu(x) =
∫

R

u(y)

(x − y)+ i(A(x)− A(y))
dy, (50)

which, up to multiplication by 1+iA′(y) in the numerator, is the Cauchy integral on
the Lipschitz graph {z = z(x) = x + iA(x) : x ∈ R}. Since any closed Lipschitz
curve Γ ⊂ C can be locally parameterized by such graphs up to proper rotations,
the L2 boundedness of operators of the type (50) implies that of the Cauchy integral
operator

TΓ u(z) = 1

2iπ

∫

Γ

u(z′)
z− z′

dz′ (51)

from L2(Γ ) into itself.
The boundedness in L2(Γ ) of the Cauchy integral has far reaching applications

in complex analysis, where it can be rephrased as follows: if Ω ⊂ C is the domain
that admits Γ as its boundary and Ωc denotes its complement, one has the direct
sum decomposition

L2(Γ ) = H 2(Ω)⊕H 2(Ωc). (52)



662 A. Cohen

The Hardy space H 2(Ω) in the above identity is the closure in L2(Γ ) of the
polynomials, while H 2(Ωc) is the closure in L2(Γ ) of the rational functions with
poles contained in Ω and vanishing at infinity.

From the perspective of PDEs, it relates to the treatment of boundary value
problems by integral formulations. If Ω ⊂ R

d is a bounded domain, consider the
two problems

(i) −Δv = 0 on Ω (interior) or (ii) −Δv = 0 on Ωc (exterior), (53)

with boundary conditions on Γ = ∂D of either type v = f (Dirichlet) or ∂v
∂n

=
∇v · ν = g (Neumann) where ν is the outer normal vector. The approach introduced
by Carl Friedrich Gauss and subsequently studied by Carl Neumann gives integral
representations of the solutions to these four problems, all based on the fundamental
solution Φ of the Laplace equation on Rd and its gradient ∇Φ. They are expressed
as single layer potential integrals

vd,ε(x) =
∫

Γ

ϕε(y)Φ(x − y)dy, (54)

for the Dirichlet problems, and double layer potential integrals

vn,ε(x) =
∫

Γ

ψε(y)∇Φ(x − y) · ν(y)dy, (55)

for the Neumann problems, where ε = 1 for the interior problem (i) and ε = −1 for
the exterior problem (ii). The functions ϕε and ψε are solutions to

(ε

2
I −K

)
ϕε = f and

(
−ε

2
I −K

)
ψε = g, on Γ, (56)

where

K u(x) :=
∫

Γ

u(y)∇Φ(x−y)·ν(y)dy = − 1

ωd

∫

Γ

(x − y) · ν(y)
|x − y|d u(y)dy, (57)

is the double layer potential operator on Γ , with ωd the volume of the unit ball of
Rd .

In the bidimensional case d = 2, it is readily seen that K is equivalent to the
Cauchy integral TΓ when identifying x = (x1, x2) with z = x1+ ix2. In turn, the L2

boundedness of the Cauchy integral appears as a crucial step in the resolution of (56)
for Lipschitz domains. This analysis can be extended to the higher dimensional case
d > 2 by means of the so-called method of rotations introduced by Calderón in [7].
Using such ingredients, the integral treatment of the above boundary value problems
on Lipschitz domains with f or g in L2(Γ ) was completed by Gregory Verchota in
[91], based on the L2 boundedness result proved in [19] by Coifman, McIntosh and
Meyer.
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Calderón’s research program reveals a fascinating interplay between real and
complex analysis. It was the view of Calderón and Zygmund that tools from
complex analysis such as the Cauchy integral could benefit from being investigated
by real analysis tools. This road was followed by Yves Meyer and his collaborators,
while significant advances were also being achieved by Alberto Calderón using
complex variable techniques.

2.2 Commutators and the Cauchy Integral

One natural angle of attack to the Calderón conjectures is to consider developments
of the function Φ into power series, which naturally leads to study the operators Γk

defined, with an appropriate limiting process, by

Γku(x) =
∫

R

(A(x)− A(y))k

(x − y)k+1 u(y)dy, (58)

for all integers k ≥ 0. Note that these operators only depend on the function

a := A′, (59)

which belongs to L∞ when A is Lipschitz continuous.
In the case k = 0, one has Γ0 = πH , where H is the Hilbert transform (48) for

which L2 boundedness is trivial. The next operator Γ1 identifies with a commutator:

Γ1 = [Λ,A] = ΛA− AΛ, (60)

where (with an abuse of notation) A is the operator of pointwise multiplication by
A and Λ is the homogeneous operator of order 1 defined by

Λ̂u(ω) = π |ω|û(ω). (61)

Equivalently,Λ = πDH , whereD is the differentiation operator. This identification
gives the intuition of why Lipschitz functions constitute the natural class for picking
A: if D was put in place of Λ, the resulting commutator would identify by Leibniz
rule with the pointwise multiplication by a, which is bounded in Lp spaces if and
only if a is uniformly bounded.

The boundedness of Γ1 in L2 was established in 1965 by Alberto Calderón in [6],
together with similar results for commutators between the multiplication operator A
and more general homogeneous operators of order 1 that commute with translation.
The proof relies on a result of complex analysis concerning the Hardy space H p,
that consists of the functions F that are analytic on {9(z) > 0} and such that F(· +
iy) has a limit f ∈ Lp(R) as y > 0 tends to 0. The norm of this space is ‖F‖H p :=
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‖f ‖Lp(R) and Calderón proves that for p < ∞ this Lp norm is equivalent to that of
the Lusin area function

Sf (t) =
(∫

|x−t |≤y

|F ′(x + iy)|2dxdy
)1/2

. (62)

The boundedness of the commutators of interest is then established by introducing
an appropriate analytic function F and making use of the above equivalence.

All attempts to prove the boundedness of Γ1 in L2 by real variable methods
were unsuccessful until Ronald Coifman and Yves Meyer attacked the systematic
treatment of the operators Γk. These operators can be identified, up to normalization
by k!, as higher order commutators [. . . [[Λk,A], A], . . . , A] where Λk := πDkH .
One may write Γku = Mk(a, . . . , a, u), where Mk is the multilinear operator
defined by

Mk(a1, . . . , ak, u) :=
∫

R

∏k
i=1(Ai(x)− Ai(y))

(x − y)k+1 u(y)dy, (63)

with ai = A′
i . This led Coifman and Meyer to introduce and study classes of

multilinear singular operators, searching for boundedess results from Lp1 × · · · ×
Lpk+1 → Lp where 1

p1
+ · · · + 1

pk+1
= 1

p
. The boundedness of Γk in L2 for

Lipschitz functions A corresponds to the particular values p1 = · · · = pk = ∞ and
pk+1 = p = 2.

The first and second commutators Γ1 and Γ2 were successfully treated in [20]
and the boundedness in L2 of Γk for all k ≥ 1 was finally established a couple of
years later in [21]. In this work Coifman and Meyer use real variable techniques,
fully exploiting the Calderón–Zygmund properties of the integral kernel.

One natural strategy for the treatment of the Cauchy integral through the operator
TA in (50) is to study the convergence of the series

∑

k≥0

(−i)kΓk, (64)

that results from the expansion (1 + it)−1 = ∑
k≥0(−i)ktk when |t| < 1.

The first results by Coifman and Meyer on the boundedness in L2 of the high
order commutators however did not provide exploitable estimates for the norms
‖Γk‖L2→L2 . This approach was by-passed by Calderón in 1977 who established
by means of complex analysis the boundedness of TA in L2 for functions A with
sufficiently small Lipschitz constant [6].

Theorem 24 There exists a constant α > 0 such that for all A such that ‖a‖L∞ ≤
α, with a = A′, the operator TA is bounded in L2.

In 1980, Alan McIntosh suggested to Ronald Coifman and Yves Meyer a new
and powerful approach to study the multilinear operators Mk , which was inspired
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by techniques developed by Tosio Kato. One principal ingredient lies in an integral
representation formula of the operator Lk : u �→ Mk(a1, . . . , ak, u) expressed by

Lk = 1

k!
∑

σ∈Sk

∫ +∞

−∞
RtPaσ(1)RtPaσ(2) · · ·RtPaσ(k)Rt

dt

t
, (65)

where Rt = (I − itD)−1 and Pai is the operator of pointwise multiplication by ai ,
and where Sk is the set of permutations of {1, . . . , k}. The study of each term in (65)
by real variable techniques led Yves Meyer and his collaborators to the following
estimates [19].

Theorem 25 There exists a constant C such that, with ai = A′
i , one has

‖Mk(a1, . . . , ak, u)‖L2 ≤ C(1 + k)4‖a1‖L∞ . . . ‖ak‖L∞‖u‖L2 , k ≥ 0, (66)

In particular, with aj = a = A′,

‖Γk‖L2→L2 ≤ C(1 + k)4‖a‖kL∞, k ≥ 0. (67)

These estimates immediately yield the convergence of (64) when ‖a‖L∞ ≤ δ <

1, with ‖TA‖L2→L2 bounded by C(1 − δ)−5 for some constant C, however this
limitation on a can now be seen to be unnecessary. Indeed, if ‖a‖L∞ = M with
M not necessarily smaller than 1, one introduces Ã such that A(x) = (M2 +
1)Ã(x) − iM2x, so that the kernel of TA is that of TÃ multiplied by (M2 + 1)−1.
Since ‖ã‖2

L∞ ≤ δ := (M2 +M4)(M2 + 1)−2 < 1, the following celebrated result
follows as a direct consequence.

Theorem 26 There exists a constant C such that for any Lipschitz function A, one
has

‖TA‖L2→L2 ≤ C(1 +M)9, (68)

where M = ‖a‖L∞ with a = A′.

The techniques proposed for the treatment of the Cauchy integral also led to the
complete proof of Calderón’s conjectures for general integral operators with kernels
of the form (49), and the holomorphy assumption on Φ could be replaced by weaker
smoothness assumptions [15].
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2.3 Offsprings and Related Results

Several developments came out from the join efforts of Coifman and Meyer, offering
new insight on Calderón’s conjectures and opening new doors towards the resolution
of deep problems.

One remarkable such offspring is the T (1) theorem, established in 1984 by Guy
David and Jean-Lin Journé, which gives a simple necessary and sufficient condition
for the L2 boundedness of an integral operator T whose kernel K satisfies the
Calderón–Zygmund off-diagonal estimates (46) and (47). The criterion involves the
space BMO(Rd ) introduced by Fritz John and Louis Nirenberg, which consists of
functions that have mean oscillation

oscQ(f ) := |Q|−1
∫

Q

∣
∣
∣f (x)− |Q|−1

∫

Q

f (y)dy

∣
∣
∣dx, (69)

uniformly bounded over all curves Q ⊂ Rd . This space has its norm given by

‖f ‖BMO := sup
Q

oscQ(f ), (70)

where the supremum is taken over all cubes. The space BMO(Rd ) is “slightly
larger” than L∞(Rd ): for example, the function x �→ log(|x|) belongs to BMO(R).
One preliminary requirement is that T should be weakly continuous in L2(Rd )

which means that

|〈Tf, g〉L2 | ≤ CRd(‖f ‖L∞ + R‖∇f ‖L∞)(‖g‖L∞ + R‖∇g‖L∞ ), (71)

for all f, g ∈ D(Rd ) whose support is contained in a ball of radius R.

Theorem 27 Let T be an integral operator that is weakly continuous on L2(Rd )

and whose kernel K satisfies (46) and (47). Then T defines a bounded operator on
L2(Rd) if and only if the images by T and T ∗ of the constant function with value 1
satisfy

T (1), T ∗(1) ∈ BMO(Rd). (72)

A bound for ‖T ‖L2→L2 depends only on the constants in (46) and (47) and on the
BMO norms of T (1) and T ∗(1).

Intuitively, the condition (72) means that if the kernel is singular, it should satisfy
some cancellation properties as reflected for example in the case of the Hilbert
transform (48). Note that T (1) and T ∗(1) do not make sense a priori and should
be defined by a proper limiting process.

Several earlier results from the Calderón program, such as the boundedness of
the first commutator Γ1 in L2, can be viewed as direct consequences of the T (1)
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theorem. Indeed, if Γ = [Λ,A] where Λ is an homogeneous pseudo-differential of
order 1, one has

Γ (1) = Λ(A). (73)

Thus Γ (1) is the image of a = A′ ∈ L∞ by a homogeneous operator of order 0,
which is known to belong to BMO.

The T (1) theorem may not be well adapted for the treatment of certain operators,
which motivates the study of criterions that generalize (72). Yves Meyer and Alan
McIntosh proposed to study the action of T on accretive functions, that is, functions
b such that <(b) ≥ β for some β > 0. They established boundedness of T in
L2 under the condition that T (b1) = T ∗(b2) = 0 where b1 and b2 are two such
functions [56]. The T (b) theorem subsequently obtained by Guy David, Jean-Lin
Journé and Stephen Semmes [28], requires that

T (b1), T
∗(b2) ∈ BMO(Rd). (74)

In particular, the boundedness of the Cauchy integral inL2 may be viewed as a direct
consequence of the T (b) theorem by a suitable choice of the accretive function
related to a = A′.

Several alternative proofs of the boundedness in L2 of the Cauchy integral were
provided after the seminal work of Coifman, McIntosh and Meyer. Two of them
are proposed by Ronald Coifman, Peter Jones and Stephen Semmes in [17], one of
which uses matrix representations based on appropriate Haar systems. One notable
proof was established in 1995 by Mark Melnikov and Joan Verdera [61], using a
discrete geometric notion of curvature c(z1, z2, z3), originally due to Karl Menger,
that is defined as the inverse radius of the circle passing through distinct points
(z1, z2, z3) in the complex plane. The Menger curvature also writes

c(z1, z2, z3) = 4S(z1, z2, z3)

|z1 − z2| |z2 − z3| |z3 − z1| , (75)

where S(z1, z2, z3) is the area of the triangle with vertices (z1, z2, z3). The right side
quantity appears naturally when estimating the images of characteristic functions
χI by the Cauchy integral, and these estimates lead to the boundedness result.

The new ideas introduced by Melnikov and Verdera played a key role in
the resolution of the long standing Painlevé problem, that is, characterizing the
geometry of removable sets of singularities of bounded analytic functions. The
locus of such singularities are the compact sets K ⊂ C that have analytic capacity
γ (K) = 0, that is, such that functions which are bounded and analytic on C \ K

are necessarily constant. Isolated points are instances of such sets, while pieces of
smooth curves are not. Melnikov found a connexion between the analytic capacity
and a notion of Menger curvature for a measure μ defined by

c2(μ) :=
∫

C3
c2(x, y, z)dμ(x)dμ(y)dμ(z). (76)
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A first step was achieved in 1998 by Guy David who gave a proof of the Vitushkin
conjecture for sets of finite measure [27].

Theorem 28 If K has finite one dimensional Hausdorff measure, then γ (K) = 0
if and only if K is totally unrectifiable, that is, its intersection with any rectifiable
curve has null Hausdorff measure.

Finally, the Painlevé problem was solved in 2003 by Xavier Tolsa who gave the
following characterization [90].

Theorem 29 A compact set K is not removable if and only if there exists a non-
trivial positive Radon measure μ supported on K with finite Menger curvature.

Another long standing problem that was stimulated by the work of Coifman
and Meyer concerns the study of operators T defined on a Hilbert spaces through
certain sesquilinear forms. If (H0,H1) are Hilbert spaces such that H1 is dense in
H0 with continuous embedding, one says that a sesquilinear form B defined and
bi-continuous on H1 is β-accretive for some β > 0 if and only if it satisfies

<(B(u, u)) ≥ 0 and <(B(u, u))+ ‖u‖2
H0

≥ β‖u‖2
H1
, u ∈ H1. (77)

Such sesquilinear forms yield an operator T acting from some domain H2 into H0,
where

〈T u, v〉H0 = B(u, v), u ∈ H2, v ∈ H1, (78)

where H2 is the set of u ∈ H1 such that |B(u, v)| ≤ C(u)‖v‖H0 for all v ∈ H1. The
operator T is called maximal accretive and there exists a unique maximal accretive
square root operator S such that S2 = T . This operator may be written as an integral

S = 2

π

∫ ∞

0
(1 + λ2T )−1T dλ. (79)

The conjecture raised by Tosio Kato is the following:

Claim The domain of the square root S coincides with the space H1.

The above claim trivially holds in the case where B is symmetric, corresponding
to self-adjoint operators. However, a counterexample was found by Alan McIntosh
in the non-symmetric case for the above general Hilbert space formulation. The
problem remained to prove or disprove the conjecture in the relevant case that
motivated Kato: second order elliptic operators acting on functions of d variables
according to

u �→ T u := −div(a∇u), (80)

where a : Rd �→ M (C) is a complex matrix valued map such that

β|z|2 ≤ <(〈a(x)z, z〉) ≤ C|z|2, x ∈ R
d, z ∈ C

d . (81)
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In this case the natural spaces are H0 = L2(Rd) and H1 = H 1(Rd ), the usual
Sobolev space.

Alan McIntosh noticed a similarity between the efforts pursued by Coifman and
Meyer in studying the Cauchy integral through the Calderón commutators and his
attempts to attack Kato’s conjecture. In turn, the techniques introduced by Coifman,
McIntosh and Meyer in [19] for obtaining the multilinear estimates (66) were used
in the same work to prove the validity of Kato’s conjecture for the above elliptic
operators in the univariate case d = 1. The approach was based on a suitable
development into Neumann series inside the integral (79) and could be generalized
to the multivariate case d > 1, however assuming a is sufficiently close to the
constant identity matrix in L∞ norm. A positive answer to Kato’s conjecture for
second order elliptic operators in higher dimension was finally obtained in 2002
by Pascal Auscher, Steve Hofmann, Michael Lacey, Alan McIntosh and Philippe
Tchamitchian [1]. One key aspect of this work, which has impact on other problems
such as boundary value problems for second order elliptic operators, is a suitable
adaptation of the T (b) theorem that avoids the recourse to the Neumann series.
A nice perspectival account on this groundbreaking contribution is given by Yves
Meyer in [73].

3 Wavelets and Time-Frequency Analysis

In 1984, Yves Meyer began to work on wavelets, joining forces with Jean Morlet,
Alexander Grossmann, Ingrid Daubechies, and many others, in the development
of this new area of interdisciplinary research. The construction of wavelet theory
took place during the decade of the 1980s. It benefited greatly from ideas coming
from various (and sometimes completely disjoint) sources: theoretical harmonic
analysis, approximation theory, computer vision and image analysis, computer aided
geometric design, digital signal processing. One of the fundamental contributions
of Yves Meyer was to recognize and organize these separate developments into a
unified and elegant theory.

One major stimulus was the vision of powerful applications in areas as diverse
as signal and image processing, statistics, or fast numerical simulation. This
perspective was confirmed in the following decades. Wavelets have since then
become a powerful computational tool, at the heart of hundreds of algorithms and
industrial patents.

Here again, Yves Meyer played a key role in identifying the mathematical
properties that are of critical use in such applications. He was also one of the
first to point out some intrinsic limitations of wavelets and promote alternative
analysis strategies. As discussed in the end of this section, one recent and spectacular
illustration is the detection in 2016 of gravitational waves, which uses one such
variant. The main references for the results presented in this section are the books
[46, 70] by Yves Meyer and his collaborators, as well as [25] by Ingrid Daubechies.
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3.1 From Fourier Transforms to Wavelet Transforms

The process of analyzing and representing an arbitrary function f by means of
elementary functions has been at the heart of fundamental and applied advances in
science and technology for several centuries. In more recent decades, implementa-
tion of this process on computers by fast algorithms has become of ubiquitous use
in scientific computing.

In the foundational example of the univariate Fourier transform, the elementary
building blocks, sometimes called atoms, are the complex exponentials eω defined
by eω(t) = eiωt : we may write the Fourier transform of a function f as

f̂ (ω) =
∫ +∞

−∞
f (ω)eω(t)dt. (82)

and the inverse Fourier transform as

f (t) = 1

2π

∫ +∞

−∞
f̂ (ω)eω(t)dt. (83)

In a similar way, Fourier series
∑

n∈Z cn(f )en decompose functions of period 2π
into atoms en defined by en(t) := eint for n ∈ Z, with coefficients given by

cn(f ) = 1

2π

∫ π

−π

f (t)en(t)dt (84)

From the computational side, these transforms can be discretized and implemented
via the fast Fourier transform algorithm in O(N logN) computational time, where
N is the size of discretization.

The above atoms eω and en have no localization since their modulus is constant
and equal to 1 independently of t . This property constitutes a major defect when
trying to efficiently detect the local frequency content of functions by means of
Fourier analysis. It also makes Fourier representations numerically ineffective for
functions that are not smooth everywhere. For example, the Fourier coefficients
cn(f ) of a 2π periodic piecewise smooth function f with a jump discontinuity at
a single point t0 ∈ [−π, π] decay like |n|−1, which affects the convergence of the
Fourier series on the whole of R.

Time-frequency analysis aims to provide representations which better capture
the local frequency content of a function. Musical scores may be viewed as a
caricatural sketch for such representations: the atoms are represented by the notes
which represent a pure frequency occurring during a given time interval.

One first approach consists of pre-multiplying the function f by a smooth and
well localized non-negative function g as well as its translates g(· − τ ) before
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applying the Fourier transform. The resulting short time Fourier transform

Gf (ω, τ) :=
∫ +∞

−∞
f (t)g(t − τ )e−iωt dt, (85)

was studied by Denis Gabor in 1945 with the Gaussian function e−t2
as a specific

choice for g. This transform can also be written as

Gf (ω, τ) = 〈f, gω,τ 〉, gω,τ (t) := g(t − τ )eiωt , (86)

where 〈f, g〉 := ∫
R
f (t)g(t)dt is the L2 inner product. Since ĝω,τ (ξ) = e−iτ ξ ĝ(ξ−

ω), and ĝ is also a Gaussian, the functions gω,τ are well localized both in time
around τ and in frequency around ω, and are sometimes called time-frequency
atoms. The reconstruction of f from Gf is given by

f (t) = C

∫ +∞

−∞

∫ +∞

−∞
Gf (ω, τ)eiωt dωdτ, C :=

(
2π
∫ +∞

−∞
g(t)dt

)−1
,

(87)

which is a straightforward consequence of the Fourier inversion formula.
The temporal resolution of the above short time Fourier transform is inherently

limited in scale by the width of the window described by g. This led Jean Morlet,
who was an engineer in geoseismic, to propose a different approach: starting from a
given function ψ which is well localized both in time and frequency and such that∫
R
ψ = 0, one generates a continuous family of functions ψa,b called wavelets, by

translation and dilations

ψa,b(t) = a−1/2ψ
( t − b

a

)
, a > 0, b ∈ R, (88)

where a−1/2 is an L2 normalization factor. The wavelet transform of f is then
defined by

Wf (a, b) := 〈f,ψa,b〉 = a−1/2
∫ +∞

−∞
f (t)ψ

( t − b

a

)
dt. (89)

The generating function ψ is sometimes called the mother wavelet. In contrast to
the short time Fourier transform, the possibility of letting the scale parameter a tend
to 0 gives access to the analysis of arbitrarily localized features. Since ψ̂a,b(ω) =
e−ibωa1/2ψ̂(aω), this comes at the price of a loss of frequency localization due to
the inverse scaling factor a−1. Jean Morlet also proposed the reconstruction formula

f (t) = C−1
ψ

∫ +∞

0

∫ +∞

−∞
Wf (a, b)ψa,b(t)

db da

a2 , (90)
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where Cψ := ∫ +∞
−∞

|ψ̂(ω)|2
|ω| dω is assumed to be non-zero and finite. This formula

was first recognized by Alex Grossmann, a theoretical physicist, as a particular
case of “reproducing formulas” from group representation theory that are commonly
used in quantum mechanics.

Yves Meyer then recognized it as an instance of a reproducing formula intro-
duced by Alberto Calderón in the 1960s which has the following general form for
functions f defined on Rd :

f (x) = C−1
ψ,ψ̃

∫ ∞

0
f ∗ ψt ∗ ψ̃t dt, (91)

with the notation gt = t−dg(t−1·). This formula holds for f ∈ L2(Rd) provided
that ψ and ψ̃ are radial functions with sufficient smoothness and localization

properties, and the constant Cψ,ψ̃ is the integral
∫∞

0 ψ̂(tω)
ˆ̃
ψ(tω)dt

t
for any non-

zero ω ∈ Rd , which is assumed to be non-zero and finite.

3.2 Orthonormal Wavelet Bases

In numerical computation, one is naturally led to sample the above defined
transforms Gf and Wf . For the short time Fourier transform, one easily checks
that this can be done in such way that no information is lost on f , assuming for
simplicity that the localizing function g is supported on an interval of length T0, is
non-negative and does not vanish on an interval of length t0. Namely, then f can be
reconstructed from the family of functions fm = g(· −mt0)f for m ∈ Z, and each
of these functions is characterized by its Fourier coefficients which are given by

cn(fm) = Gf (mt0, nω0), n ∈ Z. (92)

where ω0 := 2π/T0. The natural sampling of Gf is therefore on the lattice
(mt0, nω0)m,n∈Z, which amounts in tiling the time-frequency plane by the rectangles
associated with the atoms

gn,m := gnω0,mt0, n,m ∈ Z. (93)

In the case of wavelets, such a tiling is more naturally linked to a lattice of the form
(a−n

0 ,mb0a
−n
0 )n,m∈Z, for some fixed a0 > 1 and b0 > 0, leading therefore to the

discrete family of wavelets

ψn,m := a
n/2
0 ψ(an0 · −mb0), n,m ∈ Z. (94)

The problem of understanding if the sampling Wf (a−n
0 ,mb0a

−n
0 ) = 〈f,ψn,m〉

permits the characterization and stable reconstruction of f , is related to the
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following concept: a sequence (fn)n≥0 in a Hilbert space H is called a frame, if
there exists constants 0 < A ≤ B such that for all f ∈ H ,

A‖f ‖2 ≤
∑

n≥0

|〈f, fn〉|2 ≤ B‖f ‖2, (95)

where ‖ · ‖ and 〈·, ·〉 are the norm and inner product of H . Such a stability property
implies the existence of a dual frame (en)n≥0, such that any f ∈ H can be
reconstructed according to

f =
∑

n≥0

〈f, fn〉en. (96)

In the case of the wavelet family (94), Ingrid Daubechies showed that, for any
mother waveletψ satisfying some mild assumptions, it constitutes a frame whenever
a0b0 < K for some K = K(ψ). This was a first step towards stable numerical
algorithms.

Frame decompositions of the above type are generally redundant: the systems
(en)n≥0 and (fn)n≥0 are complete but linearly dependent, in contrast to bases. Two
elementary examples of orthonormal wavelet bases were known since long, both of
the form

ψj,k(t) = 2j/2ψ(2j t − k), j, k ∈ Z, (97)

corresponding to the dilation factor a0 = 2 and translation step b0 = 1. The first
one, introduced by Alfred Haar in 1910, uses for ψ the piecewise constant function

ψ(t) := χ [0,1/2[ − χ [1/2,1[, (98)

where χE stands for the characteristic function of a set E. The L2-orthonormality
of the family (97) is then straightforward. Their completeness follows by observing
that the contribution

Qjf =
∑

k∈Z
〈f,ψj,k〉ψj,k, (99)

of the single scale level j is the difference Pj+1f − Pjf , where Pjf is the L2-
projection of f onto piecewise constant functions over the dyadic intervals Ij,k :=
[2−j k, 2−j (k+1)[, k ∈ Z. The second elementary example is the so-called Shannon
wavelet, which is obtained by taking ψ such that

ψ̂(ω) = χ ]−2π,−π](ω)+ χ [π,2π[(ω). (100)
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In this example, the above contribution Qjf now amounts to a filtered version of f
on the frequency band |ω| ∈ [2jπ, 2j+1π[, that is,

Q̂j f (ω) = ψ̂(2−jω)f̂ (ω). (101)

The wavelet coefficients 〈f,ψj,k〉 are, up to a normalizing factor, the samples of
the band-limited function Qjf at the points 2−j k, which uniquely characterizes it
according to the classical sampling theorem of Claude Shannon.

While the Shannon wavelet is well localized in the frequency domain, it has poor
decayO(t−1) in the time domain due to the fact that ψ̂ has a jump discontinuity. The
opposite situation holds for the Haar wavelet, and a natural question was therefore
if orthonormal wavelet bases can be constructed with a function ψ that is well
localized in both domains. Yves Meyer’s initial intuition was that such a result could
not hold, by analogy with the time-frequency atoms of (93) for which a negative
answer is known in the form of the following result established in 1981 by Roger
Balian and Francis Low.

Theorem 30 Let g be such that the time-frequency system (93) forms an orthonor-
mal basis. Then

∫ +∞

−∞
|x|2|g(x)|2dx +

∫ +∞

−∞
|ω|2|ĝ(ω)|2dω = ∞. (102)

After some attempts to disprove their existence, Yves Meyer turned the table in
1985 and gave a beautiful construction of orthonormal wavelet bases that belong to
the Schwartz class

S (R) := {f ∈ C∞(R) : sup
x∈R

|x|k|f (l)(x)| < ∞, k, l ≥ 0}, (103)

and are therefore well localized both in time and frequency. The construction is
based on a subtle regularization of ψ̂ in the definition of the Shannon wavelet
by (100).

The idea of splitting a function f into dyadic frequency bands by smooth filtering
operations has been ubiquitous in harmonic analysis, since its introduction by John
Littlewood and Raymond Paley in the 1930s. The Littlewood–Paley decomposition
can be described in the following way: starting with a non-negative and even
function κ ∈ C∞(R) that is compactly supported on [−4π/3, 4π/3] and takes value
1 on [−2π/3, 2π/3], one defines the function

σ(ω) = κ(ω/2)− κ(ω). (104)

which is supported on [−8π/3,−2π/3] ∪ [2π/3, 8π/3]. The low-pass and band-
pass components of f at each scale level j are defined by

Ŝj f (ω) = κ(2−jω)f̂ (ω) and Δ̂jf (ω) = Ŝj+1f (ω)− Ŝj f (ω) = σ(2−jω)f̂ (ω).

(105)
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The resulting decompositions of f according to

f = S0f +
∑

j≥0

Δjf =
∑

j∈Z
Δjf, (106)

come as useful substitutes to orthonormal decompositions when working in Lp

spaces for p �= 2. In particular, for 1 < p < ∞ the Lp norm of a function f

is equivalent to that of the square-function Sf :=
(∑

j∈Z |Δjf |2
)1/2

.

The wavelet construction proposed by Yves Meyer obeys similar principles but
requires some finer properties. First, one assumes a symmetry in the transition
region, namely

κ(π + ω)+ κ(π − ω) = 1, ω ∈ [0, π/3], (107)

which implies in particular the partition of the unity property

∑

j∈Z
σ(2−jω) = 1. (108)

Then, the function ψ̂ is taken such that |ψ̂ |2 = σ but with a phase choice that makes
it symmetric around the point x = 1

2 .

Theorem 31 Let κ and σ be defined as above and let ψ̂(ω) := eiω/2√σ(ω). Then,
the system (97) is an orthonormal basis of L2(R).

Another orthonormal wavelet basis with good smoothness and localization
properties had been obtained earlier in the work of Jan-Olov Strömberg [88]. The
technique used by Strömberg was Gram–Schmidt orthonormalization applied to
the Schauder basis, the primitive of the Haar system, leading to a piecewise affine
wavelet ψ with exponential spatial decay but limited smoothness. Strömberg also
constructed arbitrarily smooth wavelets following the same principle but his work
was unnoticed at that time. By its elegant simplicity, Meyer’s construction was
celebrated as a major milestone, standing at the crossroad between several research
programs.

3.3 Multiresolution Analysis

In the area of numerical signal and image processing, multiscale approximations and
decompositions have been considered by engineers since the 1970s, with certain
features analogous to Littlewood–Paley analysis. For example, starting from an
image that is discretized on a pixel grid, one may consider its approximations
obtained by recursively averaging the value of the light intensity over squares of
2 × 2, 4 × 4, 8 × 8 pixels, etc. Stéphane Mallat understood that such numerical
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procedures were naturally linked with the construction of wavelet bases. His
decisive meeting with Yves Meyer led him to formalize the following concept which
became central in wavelet theory [57].

Definition 32 A multiresolution analysis of L2(R) is a sequence (Vj )j∈Z of
subspaces of L2(R) which satisfies the following properties:

• Vj ⊂ Vj+1.
•
⋃

j∈Z Vj = L2(R).
•
⋂

j∈Z Vj = {0}.
• f ∈ Vj ⇐⇒ f (2·) ∈ Vj+1.
• There exists a function ϕ ∈ V0 such that (ϕ(· − k))k∈Z is a Riesz basis of V0.

For any countable set F , a family (ek)k∈F in a Hilbert space V is called a Riesz
basis if it is complete and there exists constants 0 < c ≤ C < ∞ such that

c
∑

k∈F
|xk|2 ≤ ‖

∑

k∈F
ckek‖2

V ≤ C
∑

k∈F
|xk|2, (109)

holds for any finitely supported coefficient sequence (xk)k∈F , and therefore by
density for any sequence in �2(F ). The second and third properties in the above
definition mean that limj→+∞ ‖f − Pjf ‖L2 = 0 and limj→−∞ ‖Pjf ‖L2 = 0, for
all f ∈ L2(R), where Pj is the orthogonal projector onto Vj . The fourth property
readily implies that a Riesz basis for Vj consists of the rescaled functions

ϕj,k(t) = 2j/2ϕ(2j t − k), k ∈ Z. (110)

The function ϕ is called a scaling function. In the most simple case where Vj are the
space of piecewise constant functions over the dyadic intervals [2−j k, 2−k(k + 1)[,
k ∈ Z, one simply has ϕ = χ [0,1] and (110) is an orthonormal basis of Vj . We
have seen that this particular multiresolution analysis is associated with the Haar
system. Other simple examples of multiresolution analysis spaces are given by
spline functions: the functions of Vj are piecewise polynomial functions of some
given degree m ≥ 1 over the same dyadic intervals, with global Cm−1 smoothness.
The scaling function is then given by the m+1-fold convolution ϕ := (∗)m+1χ [0,1]
known as B-spline of degree m.

Stéphane Mallat and Yves Meyer gave a simple recipe for deriving the wavelet
basis associated with a given multiresolution analysis. A key observation is that
since ϕ ∈ V0 ⊂ V1, it should satisfy a two-scale difference equation of the form

ϕ(t) =
∑

n∈Z
hnϕ(2t − n), (111)

for some coefficient sequence (hn)n∈Z. Then the construction of the wavelet basis
is summarized by the following result.



A Journey Through the Mathematics of Yves Meyer 677

Theorem 33 Assume that (ϕ(· − k))k∈Z is an orthonormal basis of V0. Let ψ ∈ V1
be defined by

ψ(t) =
∑

n∈Z
gnϕ(2t − n), gn := (−1)nh1−n. (112)

Then (ψj,k)k∈Z is an orthonormal basis of the space Wj defined as the orthogonal
complement of Vj in Vj+1. In turn (ψj,k)j,k∈Z is an orthonormal basis of L2(R).

When the integer translates of the scaling function ϕ only constitute a Riesz basis,
such as for splines of degree m ≥ 1, a proper recombination of these translates leads
to a new scaling function with orthonormal translates, so that the above construction
readily applies. A drawback of this approach is that the new scaling function might
lose certain desirable properties such as compact support.

This problem was circumvented in 1988 by Ingrid Daubechies in her celebrated
construction of compactly supported orthonormal wavelets [24]. In this construc-
tion, the scaling function ϕ is not defined explicitly but instead as a solution to
the scaling equation (111). For all integers m ≥ 0, a finitely supported sequence
(hn)n=0,...,2m+1 is carefully designed, such that the solution to (111) is compactly
supported on [0, 2m+ 1], has orthonormal integer translates, similar approximation
properties as the splines of degree m, and Hölder smoothness that grows linearly
with m. Aside from the case m = 0 that corresponds to the Haar system, the func-
tions ϕ and ψ do not have explicit expressions, while the coefficients hn and gn are
explicitly given. The orthonormality requirement in the above construction can be
relaxed, as shown in 1992 by Albert Cohen, Ingrid Daubechies and Jean-Christophe
Feauveau [13]. The resulting biorthogonal wavelet bases offer additional flexibility,
allowing for example for symmetric or piecewise polynomial generating functions,
which are not conciliable with compactly supported orthonormal wavelets. This has
led engineers and numerical analysts to adopt them in most practical applications
(in particular for the still image compression standard JPEG 2000).

The multiresolution analysis framework was immediately extended by Mallat
and Meyer to multivariate functions, by tensorizing the spaces Vj in the different
variables. This leads to multivariate wavelet bases of the form

ψε
ε,j,k = 2dj/2ψε(2j · −k), j ∈ Z, k ∈ Z

d , (113)

for ε = (ε1, . . . , εd) ∈ {0, 1}d \ {(0, . . . , 0)}, where

ψε(x1, . . . , xd) := ψε1(x1) · · ·ψεd (xx), ψ0 := ϕ, ψ1 := ψ. (114)

Adaptation of these bases to more general bounded domains of Rd as well as
to various types of manifolds came in the following years, again based on the
multiresolution concept.

In addition to this geometric flexibility, the hierarchical structure of the multires-
olution framework is the key to fast algorithms for decomposing or reconstructing a
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functions into wavelet components. These algorithms are based on the sequences
(hn) and (gn) which connect the successive scale levels. They were familiar
to electrical engineers as iterated filter bank decompositions. The reconstruction
algorithms are also of the same type as subdivision schemes proposed in geometric
modeling for the fast design of curves and surfaces by iterated refinements.

3.4 Smoothness Spaces and Sparsity

When expanding a function f into a given basis (en)n≥0, a desirable feature is that
the resulting decomposition f =∑

n≥0 xnen is numerically stable: operations such
as perturbations, thresholding or truncation of the coefficients xn should effect the
norm of f in a well-controlled manner. Such prescriptions can be encapsulated in
the following classical property.

Definition 34 A sequence (en)n≥0 in a separable Banach space X is an uncondi-
tional basis, if the following properties hold.

(i) It is a Schauder basis: every f ∈ X admits a unique expansion
∑

n≥0 xnen that
converges towards f in X.

(ii) There exists a finite constant C ≥ 1 such that for any finite set F ⊂ N,

|xn| ≤ |yn|, n ∈ F /⇒
∥
∥
∥
∑

n∈F
xnen

∥
∥
∥
X
≤ C

∥
∥
∥
∑

n∈F
ynen

∥
∥
∥
X

(115)

The property (115) means that membership of f in X only depends on the moduli
of its coordinates |xn|. In other words, multiplier operators of the form

T :
∑

n≥0

xnen →
∑

n≥0

cnxnen, (116)

should act boundedly in X if (cn)n≥0 is a bounded sequence. Orthonormal and Riesz
bases are obvious examples of unconditional bases in Hilbert spaces.

While the trigonometric system is a Schauder bases in Lp(] − π, π[) when 1 <

p < ∞, it does not constitute an unconditional basis when p �= 2, and it is thus
not possible to characterize the space Lp through a property of the moduli of the
Fourier coefficients. The same situation is met for classical smoothness spaces, such
as the Sobolev spaces Wm,p

per (]−π, π[) that consist of 2π-periodic functions having
distributional derivatives up to orderm in L

p

loc: apart from the Hilbertian case p = 2,
for which one has

f ∈ Wm,2
per (] − π, π[) ⇐⇒

∑

n∈Z
(1 + |n|2m)|cn(f )|2 < ∞, (117)

no such characterization is available when p �= 2.
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Yves Meyer showed that, in contrast to the trigonometric system, wavelet bases
are unconditional bases for most classical function spaces that are known to possess
one. The case of Lp spaces for 1 < p < ∞ is treated by the following observation:
if the mother wavelet ψ has C1 smoothness, the multiplier operator (116) by a
bounded sequence can be identified to a Calderón–Zygmund operator as introduced
in Definition 23, therefore acting boundedly in Lp(Rd ). Conversely, Yves Meyer
showed that Calderón–Zygmund operators are “almost diagonalized” by wavelet
bases in the sense that the resulting matrices have fast off-diagonal decay. This
property plays a key role in the numerical treatment of partial differential and
integral equations by wavelet methods, as discussed for instance in [3, 11].

The characterization of more general function spaces by the size properties of
wavelet coefficients is particularly simple for an important class of smoothness
spaces introduced by Oleg Besov. There exist several equivalent definitions of Besov
spaces. The original one uses the mth order Lp-modulus of smoothness

ωm(f, t)p := sup
|h|≤t

‖Δm
h f ‖Lp, (118)

whereΔm
h is the m-th power of the finite difference operatorΔh : f �→ f (·+h)−f .

For s > 0, any integer m > s, and 0 < p, q < ∞, a function f ∈ Lp(Rd ) belongs
to the space B

s,p
q (Rd ) if and only if the function g : t → t−sωm(f, t)p belongs to

Lq([0,∞[, dt
t
). One may use

‖f ‖Bs,p
q

:= ‖f ‖Lp + |f |Bs,p
q
, with |f |Bs,p

q
:= ‖g‖Lq([0,∞[, dtt ), (119)

as a norm for such spaces, also sometimes denoted by Bs
q(L

p(Rd )). Roughly

speaking, functions in B
s,p
q (Rd) have up to s (integer or not) derivatives Lp. The

third index q may be viewed as a fine tuning parameter, which appears naturally
when viewing Besov spaces as real interpolation spaces between Sobolev space [4]:
for example, with 0 < s < m,

Bs
q(L

p) = [Lp,Wm,p]θ,q , s = θm. (120)

Particular instances are the Hölder spaces Bs,∞∞ = Cs and Sobolev spaces Bs,p
p =

Ws,p, when s is not an integer or when p = 2 for all values of s.
Let (ψλ) denote a multivariate wavelet basis of the type (113), where for

simplicity λ denotes the three indices (e, j, k) in (113). Denoting by |λ| := j =
j (λ) the scale level of λ = (e, j, k), we consider the expansion

f =
∑

|λ|≥0

dλψλ, (121)

where the coarsest scale level |λ| = 0 also includes the translated scaling functions
that decompose P0f .
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The characterization ofBs,p
q (Rd ) established by Yves Meyer for such expansions

requires some minimal prescriptions: one assumes that for an integer r > s the
univariate mother wavelet ψ and scaling functions ϕ that appear in (113) have
derivatives up to order r that decay sufficiently fast at infinity, for instance faster
than any polynomial rate, and that

∫ +∞
−∞ tkψ(t)dt = 0 for all k = 0, 1, . . . , r − 1.

Theorem 35 Let (ψλ) be a wavelet basis satisfying the above assumptions. Then,
one has the norm equivalence

‖f ‖Bs,p
q

∼ ‖ε‖�q , (122)

where the sequence ε = (εj )j≥0 is defined by

εj := 2sj2(
d
2 − d

p
)j‖(dλ)|λ|=j‖�p . (123)

A closely related characterization of Besov spaces uses Littlewood–Paley anal-
ysis and has a form similar to the above with εj := ‖Δjf ‖Lp , where Δj are the
dyadic blocks of (105). In the wavelet characterization, these blocks are replaced by
the components Qjf = Pj+1f − Pjf which are further discretized into the local
components dλψλ. Similar results have been obtained for Besov spaces defined on
general bounded Lipschitz domains Ω ⊂ Rd with wavelet bases adapted to such
domains.

The norm equivalence (122) shows that membership of f in Besov spaces is
characterized by simple weighted summability properties of its wavelet coefficients.
In the particular case q = p, this equivalence takes the very simple form

‖f ‖Bs,p
p

∼ ‖(2(s+ d
2 − d

p )|λ|dλ)‖�p . (124)

As an immediate consequence, classical results such as the critical Sobolev embed-
ding B

s,p
p ⊂ L2 for s = d

p
− d

2 take the trivial form of the embedding �p ⊂ �2

for p < 2. While this embedding is not compact, an interesting approximation
property still holds: when retaining only the n largest coefficients in the wavelet
decomposition of f , the resulting approximation fn satisfies

‖f − fn‖L2 ≤ Cn−s/d‖f ‖Bs,p
p
. (125)

This follows immediately from the fact that, for p < 2, the decreasing rearrange-
ment of (dk)k≥1 of a sequence (dλ) ∈ �p satisfies the tail bound

(∑

k≥n

d2
k

)1/2 ≤ n
1
2− 1

p ‖(dλ)‖�p . (126)

This last estimate shows that �p summability governs the compressibility of a
sequence, in the sense of how fast it can be approximated by n-sparse sequences.
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The theory of best n-term wavelet approximation, generalizing the above remarks,
has been developed by Ronald DeVore and his collaborators, in close relation with
other nonlinear approximation procedures such as free knot splines or rational
approximation, see [29] for a detailed survey.

A particularly useful feature of nonlinear wavelet approximation is that piecewise
smooth signals, such as images, can be efficiently captured since the large coeffi-
cients are only those of the few wavelets whose supports contain the singularities.
This is an instance of sparse approximation which aims at accurately capturing
functions by a small number of well chosen coefficients in a basis or dictionary
expansion. Sparse approximation in unconditional bases was identified in [31] by
David Donoho as a key ingredient for powerful applications in signal and image
compression and statistical estimation. A detailed exposition of these applications
can be found in [58].

Pushed into the forefront by the work of Yves Meyer, David Donoho and Ronald
DeVore, sparse approximation became within a few years a prominent concept in
scientific computing. The theory of compressed sensing developed by Emmanuel
Candès, Justin Romberg and Terence Tao [8], and by David Donoho [32], shows
in particular that sparsity is highly beneficial when solving ill-posed linear inverse
problems: an n-sparse vector of size N $ n and unknown support can be stably
reconstructed from m well chosen linear measurements, where m is of the order
of n up to logarithmic factors. Moreover, such a reconstruction can be performed
by searching for the solution of minimal �1 norm, therefore relying on simple
techniques from convex optimization.

3.5 Chirps, Time-Frequency Bases and Gravitational Waves

The existence of gravitational waves was first predicted by Albert Einstein in
1916, as small perturbations of space-time that propagate at the speed of light.
While intensively studied, both theoretically and numerically, these perturbations
had never been observed due to their extremely small amplitude (about 10−6 of
the size of the hydrogene atom nucleus), until the breakthrough of the Ligo–Virgo
collaborative detection programs. The Nobel prize of physics was attributed in 2017
to Rainer Weiss, Kip S. Thorne, and Barry C. Barish for their pioneering work in
the conception of these experiments.

The gravitational wave first detected in 2016 is attributed to the fusion of two
black holes and has for a large part the chirp behaviour

f (t) ∼ |t − t0|−1/4 cos(|t − t0|5/8 + ϕ0). (127)

Loosely speaking a chirp is a signal whose “instantaneous frequency” evolves with
time in some controlled manner. This can be formalized by conditions of the form

f (t) = Re
(
a(t)eiϕ(t)

)
, (128)
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where
∣
∣
∣
∣
a′(t)
a(t)

∣
∣
∣
∣" |ϕ′(t)| and

∣
∣ϕ′′(t)

∣
∣" |ϕ′(t)|2. (129)

The first condition says that the amplitude has little variation over the pseudo-
period 2π

|ϕ′(t)| , and the second one that the pseudo-period itself varies slowly. Typical
examples are ultrasounds emitted by bats and recordings of voice signals, as well
the above gravitational wave.

Time-frequency analysis such as the short-time Fourier transform provides the
natural tools for the study of chirps. However, their precise detection in a noisy
environment requires non-redundant decompositions in which they are as sparse
as possible. Theorem 30 expresses a principal obstruction to the construction
of orthonormal time-frequency bases. Yves Meyer played a major role in the
development of alternate approaches in order to circumvent this difficulty.

The first such approach was originally suggested by Kenneth Wilson and
formalized by Ingrid Daubechies, Stéphane Jaffard and Jean-Lin Journé [26]: an
orthonormal basis of L2(R) is constructed by allowing Fourier localization around
two frequencies of the same amplitude and opposite signs, taking for all n ∈ Z the
functions ϕ0,n(t) = ϕ(t − n) and

ϕl,n(t) =

⎧
⎪⎪⎨

⎪⎪⎩

√
2ϕ
(
t − n

2

)
cos(2πlt) l ≥ 0, l + n ∈ 2Z,

√
2ϕ
(
t − n

2

)
sin(2πlt) l > 0, l + n ∈ 2Z+ 1.

(130)

The generating function ϕ should satisfy certain symmetry properties. One possible
choice is the scaling function associated with the orthonormal wavelet basis of Yves
Meyer, which is defined by ϕ̂ = √

κ where κ is the symmetric and smooth cut-off
that satisfies (107). A variant of this system, where the family is made redundant
by additional dilations, was proposed in the papers of Sergei Klimenko and his
collaborators for the sparse representation of gravitational waves and used for their
detection. Compact support in the Fourier domain is mandatory here, due to very
strong noise components that lie away from the main Fourier zone of interest.

There is an interesting parallel between the development of time-scale and
time-frequency analysis: starting on both sides with continuous algorithms, a
computational breakthrough is brought by the introduction of orthonormal bases
leading to discrete decompositions, together with fast algorithms. In both cases,
function spaces are naturally associated (Besov spaces in the case of wavelets and
the so-called modulation spaces introduced by Hans Feichtinger and Karlheinz
Gröchenig in the case of Wilson bases), and applications cover classes of signals
that are sparse in such bases (piecewise regular functions for wavelets and chirps
for Wilson bases). In both setting, it is possible to further improve on sparse
representations, by introducing libraries of orthonormal bases which allow for the
selection of a particular one for a given signal.
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In the case of wavelets, such libraries are known as wavelet packets and were
introduced by Yves Meyer, in collaboration with Ronald Coifman and Victor
Wickerhauser. They are based on applying the numerical filters given by the
sequences (hn) and (gn) in (111) and (112) in order to adaptively split the frequency
domain.

In the case of time-frequency bases, these libraries are based on a variant of
Wilson bases constructed by Henrique Malvar. The Malvar basis is of the form

ϕj,k(t) = ϕ(t − j) cos
(
π
(
k + 1

2

)
(t − j)

)
, j ∈ Z, k ∈ N, (131)

now referred to as the MDCT (Modified Discrete Cosinus Transform) and used in
audio compression formats, e.g. MP3 or MPEG2 AAC. Martin Vetterli pointed out
the analogy between Wilson and Malvar bases, and as a result, adaptive Malvar
bases were introduced by Yves Meyer and Ronald Coifman. These bases are of the
form

ϕj,k(t) =
√

2

lj
ϕj (t) cos

(π

lj

(
k + 1

2

)
(t − aj )

)
, j ∈ Z, k ∈ N, (132)

where the support of the function ϕj is localized around the interval [aj , aj+1]
of length lj . They were used in speech segmentation by Victor Wickerhauser
and Eva Wesfreid, where the lengths lj automatically adapt to the changes in
the signal through an entropy minimization criterium and thus perform automatic
segmentation.

3.6 Pointwise Smoothness and Multifractal Analysis

Let us finally return to wavelet bases. In addition to the characterization of
smoothness classes given by Theorem 35, their localization properties give access
to the more refined analysis of the smooth or singular behaviour at a given point x.
There exist various notions of pointwise smoothness, the most intuitive one being
that a function f from Rd to R has Hölder smoothness α at a point x0 ∈ Rd if an
only if, there exists a polynomial π of degree strictly less than α such that

|f (x)− π(x)| ≤ C|x − x0|α, (133)

for all x in a neighbourhood of x0. The Hölder exponent αf (x0) of f at x0 is the
supremum of those α such that (133) holds.

Since global Hölder smoothness of order α is characterized by the decay property

|dλ| ≤ C2−(α+ d
2 )|λ| of the wavelet coefficients, an often used heuristics is that (133)

is equivalent to the same decay property for only those λ = (j, k, ε) such that
|2jx0 − k| remains uniformly bounded.



684 A. Cohen

Such a statement is actually wrong, but Stéphane Jaffard and Yves Meyer showed
that it can be modified in various ways into a correct one. In particular Yves Meyer
showed in [71] that a slightly more precise version of this local decay condition
characterizes a new notion of pointwise smoothness, the weak scaling exponent,
which has the remarkable property of being covariant with respect to fractional
primitives or derivatives.

The ability of wavelets to characterize pointwise smoothness plays a key role
in multifractal analysis, an area of research that started from the study of fully
developed turbulence. One objective is to study the size of the sets of points at which
a given function f has as certain amount of smoothness. This can be quantified by
the spectrum of singularity of f , which is defined as the function α �→ df (α)

where df (α) is the Hausdorff dimension of the set of points x where αf (x) = α. A
function is said to be multifractal if its spectrum of singularity is not concentrated
at a single smoothness α. One example of a multifractal function, for which the
spectrum of singularity was completely characterized with the help of wavelets, is
the Riemann function

R(x) :=
∞∑

n=1

sin(πn2x)

n2 . (134)

In practice, the estimation of df from discretized data is subject to numerical
difficulties. This motivated Uriel Frisch and Giorgio Parisi to instead study a
related quantity sf (p) that can be defines as the supremum of those s such that
f ∈ B

s,p∞ (Rd). Their conjecture, known as multifractal formalism, was that the
functions df and sf are related by the Legendre transform

df (α) = inf
p
{pα − sf (p)+ d}. (135)

Using wavelet bases, Stéphane Jaffard proved that this conjecture is false for certain
functions, but generically true in the sense of Baire’s categories inside Besov and
Sobolev spaces [44].

The classification of pointwise singularities by means of wavelets was pushed
one step further by Yves Meyer, who considered chirps where the “instantaneous
frequency” in (128) diverges at a point x0. This leads to pointwise singularities that
are typically of the form

fα,β(x) = |x − x0|α sin

(
1

|x − x0|β
)

. (136)

Based on the heuristic supplied by such toy-examples, a general framework for
such behaviors is developed in [45] where the sine function is replaced by a
fairly arbitrary oscillating function, which yields a characterization by precise
estimates on the wavelet coefficients. An application is completely worked out: it
concerns the above mentioned Riemann function which is shown to have an explicit
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asymptotic development for the chirp behavior of near rational points of the form
x0 = (2p + 1)/(2q + 1). For example, at x0 = 1,

R(1 + x) = −x

2
+
∑

k≥1

|x|k+1/2gk

( 1

x

)
, (137)

where gk is essentially a primitive of order k of the Riemann function itself.

4 Partial Differential Equations

We discuss in this final section several striking contributions by Yves Meyer to the
field of partial differential equations. A common feature in these contributions is
that techniques from harmonic analysis play a central role.

The behaviour of the solutions to the linear wave equation is studied in
relation with non-harmonic trigonometric series. The phenomenon of compensated
compactness in nonlinear quantities is described by mean of Hardy spaces and
Littlewood–Paley analysis. The latter is also used to establish improved Sobolev
embeddings and understand the role of oscillations in the existence and uniqueness
theory of nonlinear PDEs such as Navier–Stokes equations.

These last aspects are among the topics covered in the beautiful monograph [72],
which also surveys in depth the successes as well as shortcomings of multiscale
methods such as wavelets in nonlinear PDEs and image processing.

4.1 The Wave Equation and Control Problems

One instance of PDE studied in the early works of Yves Meyer is the linear wave
equation,

∂2u

∂t2
−Δu = 0, (138)

set on bounded domains Ω ⊂ Rd , which has intimate connexions with non-
harmonic trigonometric series. Imposing for instance the homogeneous boundary
conditions u(x, t) = 0 for x ∈ ∂Ω , one searches for an expansion of u of the form

u(x, t) =
∑

n≥1

cn(t)ϕn(x), (139)

where (ϕn)n≥1 is an L2-orthonormal basis of eigenfunctions of the Laplace operator
with the same boundary condition. If 0 ≤ λ1 ≤ λ2 ≤ · · · is the associated sequence
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of eigenvalues, and if the initial conditions are

u(x, 0) = u0(x) =
∑

n≥1

cn,0ϕn(x), (140)

and

∂u

∂t
(x, 0) = u1(x) =

∑

n≥1

cn,1ϕn(x), (141)

one finds that the coefficients in (139) have the form

cn(t) = cn,0 cos(αnt)+ cn,1α
−1
n sin(αnt), (142)

where αn = √
λn. The behaviour of the solution at each given point x ∈ Ω is thus

described by a trigonometric sum with frequencies (αn)n≥1. Such sums are called
non-harmonic Fourier series since the αn are generally not the integer multiples of
a fixed number.

From the study of these series, Yves Meyer derived several deep results on the
behaviour of solutions to the wave equation. We discuss three of them, all concerned
with the case where Ω is a domain in R2 or R3. Other results dealing with the wave
equation on the sphere Sd−1 are given in [67].

The first one from [66] shows that solutions with rather smooth initial conditions
may surprisingly become unbounded at any point as t grows.

Theorem 36 Let Ω be a square. There exist functions ϕ that belong to C1(Ω)

such that the wave equation with this initial data (u0, u1) = (ϕ, 0) satisfies
lim supt→∞ |u(x, t)| = ∞ for almost every x ∈ Ω .

A variant of this result, also established by Yves Meyer, shows that the maximal
value of u(·, t) may blow up in an even more brutal way: there exist initial data
in C1(Ω) such that ‖u(·, t)‖L∞ = ∞ for any t > 0. In other words, the
membrane modeled by the wave equation can be instantaneously broken. This is
in sharp contrast with the behaviour of the Dirichlet energy

∫
Ω
|∇u(x, t)|2dx of

these solutions, which is given by
∑

n≥0 λn|cn(t)|2 and therefore remains uniformly
bounded as t grows. By similar energy reasoning, one finds that if the initial
condition u0 has finite H 2 norm, the solution would remain uniformly bounded
by the continuous embedding of H 2(Ω) into C(Ω).

The second result concerns the following inverse problem: is it possible to
recover the initial conditions (u0, u1) to the wave equation from the observation
of t �→ u(x, t) at a given point x on some given time interval [0, T ]? This important
question lies at the interface of exact controllability and pointwise oscillation theory,
see [40] for an easier but related result of non-oscillation in a rectangle.

The answer to the question is easily seen to be negative if an eigenfunction ϕ

of the Laplace operator vanishes at the given point x, since the initial condition
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(ϕ, 0) then produces a solution such that u(x, t) = 0 for all t ∈ R. One therefore
considers only strategic points which are those x ∈ Ω such that no eigenfunction
vanishes at x. It is easily seen that such points do not exist if the spectrum has
multiplicities, since in such a case one can always recombine two eigenfunctions
with the same eigenvalue in such a way that they vanish at an arbitrarily given point.
On the other hand, since the set of zeroes of any eigenfunction has measure 0, and
the spectrum of the Laplace operator is countable, as soon as all eigenvalues are
simple, the set of non-strategic points is negligible. In particular, for rectanglesΩ =
[a, b] × [c, d], strategic points exist and have full measure in Ω if, and only if, the
quantity (b − a)2/(d − c)2 is irrational.

Yves Meyer gave the following negative answer to the observation problem: there
exist strategic points x ∈ Ω such that, for any T > 0, one can find a non-trivial
smooth solution to the wave equation that vanishes at x for all t ∈ [0, T ]. This
result was later extended to all points, without irrationality condition, by Stéphane
Jaffard [42], relying on the theory of frames.

Theorem 37 Let Ω be a rectangle. For any x ∈ Ω and T > 0, there exists a
non-trivial and C∞ solution to the wave equation such that

u(x, t) = 0, t ∈ [0, T ]. (143)

A third result deals with an optimal control problem raised by Jacques-Louis
Lions. One studies on a regular bounded domain Ω ⊂ R3 the wave equation

∂2u

∂t2
−Δu = f, f (x, t) = v(t)δz(x), (144)

with initial conditions (u0, u1) = (0, 0) and homogeneous boundary conditions
u(x, t) = 0 for x ∈ ∂Ω . Here z ∈ Ω is a given point and v ∈ L2([0, T ]) is the
function representing the control at this point. For a given target profile u∗ ∈ L2(Ω)

at time T > 0, one seeks to minimize, for some κ > 0,

J (v) =
∫

Ω

|u(x, T )− u∗(x)|2dx + κ

∫ T

0
|v(t)|2dt. (145)

One crucial prerequisite for solving this problem was the existence of a solution u

such that u(·, t) ∈ L2(Ω) for all t ∈ [0, T ]. Yves Meyer gave in [69] the following
positive answer.

Theorem 38 For any control function v ∈ L2([0, T ]), the Eq. (144) has a unique

solution u ∈ C([0, T ], L2(Ω)), with ∂u
∂t

∈ C([0, T ],H−1(Ω)) and ∂2u
∂t2 ∈

C([0, T ],H−2(Ω)).

Alternate proofs of this results were subsequently proposed, first by Louis
Nirenberg, then by Jacques-Louis Lions who used an approach that led him to the
Hilbert Uniqueness Method (HUM).
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The proof of Yves Meyer combines results on non-harmonic trigonometric series
with estimates by Pham The Lai improving a theorem of Lars Hörmander on the
spectral function eλ(x) := ∑

λn≤λ |ϕn(x)|2 of the Laplace operator on the domain
Ω ⊂ R3. These estimates are of the form

eλ(x)− 1

2π2
λ3/2 = O(λdist(z, ∂Ω)−1), (146)

and were used by Yves Meyer to quantify the difficulty of controlling the solution
as the point z is near to the boundary: if ‖v‖L2 ≤ 1, one has

sup
t∈[0,T ]

‖u(·, t)‖L2 ≤ CΩ

√
1 + T dist(z, ∂Ω)−1/2, (147)

where the constant CΩ only depends on Ω .
It seems that this proof is one of the rare circumstances where such a result

can be established through harmonic analysis arguments for a general domain.
A similar result for the control of bending plates on arbitrary domains was
obtained by Alain Haraux and Stéphane Jaffard in [39]. Aside from the result itself,
Yves Meyer’s argument demonstrates the astonishing power of Hörmander–Pham
estimates, which may be useful in completely different settings that we are unable
to imagine today.

4.2 Compensated Compactness

In general, nonlinear operations that are continuous with respect to strong topologies
in Lp spaces fail to be continuous with respect to weak topologies. One elementary
example is the product mapping

(u, v) �→ uv. (148)

This map is continuous from L2(Ω)× L2(Ω) to L1(Ω) for any domain Ω ⊂ R
d ,

but there exist sequences (un)n≥0 and (vn)n≥0 that converge weakly in L2 towards
some u and v, while unvn does not converge towards uv in the distributional sense.
This behaviour is typically produced by resonating oscillations, as can be seen for
example when taking un(x) = vn(x) = sin(nx) on a unit interval.

The theory of compensated compactness, introduced by Luc Tartar and François
Murat [77, 89], studies instances where non-linear operations may recover weak
continuity due to certain cancellation phenomenons. Such a study is particularly
relevant for the issue of the existence of solutions to many nonlinear systems of
PDEs or variational problems. One groundbreaking result proved by Tartar and
Murat, sometimes referred to as the div-curl lemma, takes the following form.

Theorem 39 Let (En)n≥0 and (Bn)n≥0 be sequences of vector fields that weakly
converge towards E and B in L2(Rd )d and such that (divEn)n≥0 and all compo-
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nents of (curlBn)n≥0 are bounded in L2(Rd ). Then En ·Bn converges towards E ·B
in the distributional sense.

The additional condition on the sequences (divEn)n≥0 and (curlBn)n≥0 could
be further weakened into compactness of these sequences in H−1(Rd ). Several
spectacular applications of compensated compactness are given in [89], in particular
to homogenization of elliptic PDEs and to viscous approximations of entropy
solutions to univariate hyperbolic conservation laws. Tartar and Murat have also
shown that the inner product is the only nonlinear map enjoying the weak continuity
property as described in Theorem 39.

A related question is whether this behaviour could be related to a certain gain
of integrability of the product E · B when such control on the quantities divE and
curlB hold. One first such result has been obtained by Stefan Müller [79] for the
Jacobian J (u) = det(∇u) of a vector field u ∈ W 1,d (Rd)d , when this Jacobian is
non-negative. The gain is expressed by the fact that the J (u) not only belongs to
L1(Rd) but also to the space L logLloc(R

d) that consists of the functions f such
that f log(2 + f ) ∈ L1

loc(R
d ).

Theorem 40 If u ∈ W 1,d (Rd )d and J (u) ≥ 0, then J (u) ∈ L logLloc.

The relation between the Jacobian and the div-curl nonlinearities clearly appears
if one expands det(∇u) with respect to its first column, which gives

J (u) =
d∑

i=1

∂u1

∂xi
m1,i(u), (149)

where m1,i(u) is the corresponding cofactor. One then observes that the vector fields
E and B with components defined by Ei = m1,i(u) and Bi = ∂u1

∂xi
are divergence

and curl free, respectively.
The intuition of Pierre-Louis Lions was that this gain could be better described in

terms of the Hardy space H 1(Rd). The latter (not to be confused with the Sobolev
space H 1(Rd ) = W 1,2(Rd)) consists of all f ∈ L1(Rd ) such that the maximal
function

x �→ sup
t>0

|f ∗ ϕt(x)|, ϕt = t−dϕ(t−1·), (150)

belongs to L1(Rd), where ϕ is an arbitrary non-negative function in D(Rd ) such
that

∫
Rd ϕ = 1. This intuition proved to be correct, as expressed by the following

results obtained by Ronald Coifman, Pierre-Louis Lions, Yves Meyer and Stephen
Semmes [18].

Theorem 41 If u ∈ W 1,d (Rd)d , then its Jacobian J (u) = det(∇u) belongs to
H 1(Rd).

Since it is known that f ∈ L logLloc(R
d) if and only if f ∈ H 1

loc(R
d) when f is

a positive function, the result by Müller follows from a local variant of Theorem 41.
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In the div-curl setting, a result similar to Theorem 41 is obtained by the same
authors.

Theorem 42 Let E ∈ Lp(Rd)d and B ∈ Lq(Rd)d where 1
p
+ 1

q
= 1 and 1 < p <

∞, and assume that divE = 0 and curlB = 0. Then E · B belongs to H 1(Rd).

The weak continuity result of the compensated compactness Theorem 39 can
then be improved using this result. Indeed, in contrast to L1, the Hardy space H 1

is sequentially closed for its weak-∗ topology: if in the above result E and B are
replaced by L2-bounded sequences (En)n≥0 and (Bn)n≥0 which are respectively
divergence and curl free, then En · Bn is bounded in H 1 and a subsequence
converges in the weak∗ topology towards the products E · B of the L2 weak limits
of En and Bn.

Yves Meyer and his collaborators have proposed several approaches for estab-
lishing the H 1 boundedness of the above nonlinear quantities. A very insightful
one, introduced together with Ronald Coifman and Sylvia Dobyinski [16], is based
on the idea that proper renormalization procedures may significantly improve the
behaviour of nonlinear quantities.

For the product of two functions, one such renormalization emerged from the
work by Jean-Michel Bony on microlocal analysis and paradifferential operators [5].
It can be described through the Littlewood–Paley decomposition (106): expanding
the product uv into all productsΔjuΔlv, one extracts the terms for which |j−l| ≤ 1
that correspond to resonating frequencies. The resulting sum has the form

P(u, v) =
∑

j∈Z
ΔjuSj−2v +

∑

j∈Z
ΔjvSj−2u =: Πvu+Πuv, (151)

where both terms are called paraproducts.
Using the fact that the norm of the Hardy space H 1(Rd) can be defined by

‖f ‖H 1 = ‖Sf ‖L1 , Sf =
(∑

j∈Z
|Δjf |2

)1/2
, (152)

it can be checked that the paraproduct of two functions of Lp(Rd) and Lq(Rd) with
1
q
+ 1

p
= 1 and 1 < p < ∞ belongs to H 1(Rd ). This is readily applied to the

vector fields E and B in Theorem 42, and one is left with estimating the remaining
term

R(u, v) =
∑

|i−j |≤1

ΔjE ·ΔiB, (153)

that is the source of trouble for general vector fields. Coifman, Dobyinsky and
Meyer prove that when divE = 0 and curlB = 0, this term belongs to the
Besov space B0,1

1 (Rd ) which is even smaller than H 1(Rd). Similar renormalization
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techniques can be performed using wavelet expansions in place of Littlewood–Paley
decompositions.

4.3 Improved Sobolev Embeddings and the Space BV

Embedding inequalities between Sobolev spaces are of ubiquitous use in the
analysis of PDEs. One most classical instance is the following: if f ∈ W 1,p(Rd )

for some p < d , then f ∈ Lq(Rd ) for 1
p
− 1

q
= 1

d
, and one has

‖f ‖Lq ≤ C‖∇f ‖Lp, (154)

where C = C(p, d). The above inequality expresses a trade-off: integrability is
gained at the prize of a loss in smoothness. The right side in (154) is the norm of
the homogeneous Sobolev space Ẇ 1,p(Rd ) which thus also embeds continuously in
Lq(Rd ).

The above inequality is invariant under the action of the affine group, that is,
by translation and scaling: when applying it to the function g(x) = f (ax + b) in
place of f , both sides of (154) are multiplied by the same factor a−d/q . On the
other hand, it is not invariant by modulation: when applying it to g(x) = eiω·xf (x),
the left side of (154) is left unchanged since |g| = |f |, while the right side is of the
order ‖g‖ ∼ ‖∇f ‖Lp+|ω|‖f ‖Lp . This reveals that (154) is not sharp for oscillatory
functions: ‖g‖Lq becomes highly overestimated as |ω| → ∞.

A remedy to this defect is provided by improved versions of the above Sobolev
inequality where the right-side includes a norm that decreases as f oscillates.
Intuitively such norms should measure the size of the primitives of f instead of their
derivatives. In other words, they should be norms of negative smoothness spaces.
More precisely, Patrick Gérard, Yves Meyer and Frédéric Oru establish in [37] the
following improvement to (154).

Theorem 43 Let f ∈ Ẇ 1,p(Rd) for some 1 < p < d , then with 1
q
:= 1

p
− 1

d
and

r := d
q

‖f ‖Lq ≤ C‖∇f ‖p/qLp ‖f ‖1−p/q

Ḃ
−r,∞∞

, (155)

where C = C(p, d).

The norm of the homogeneous Besov space Ḃ
−r,∞∞ can be defined by

‖f ‖
Ḃ
−r,∞∞ = sup

j∈Z
2rj‖Sjf ‖L∞, (156)

where Sjf are the low-pass components in the Littlewood–Paley analysis
introduced in (105). It is readily checked that for g(x) = eiω·xf (x), one has
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‖g‖Ḃ−r,∞∞ ∼ |ω|−r as |ω| → ∞, and therefore (155) is now robust with respect to

modulations. Since W 1,q(Rd ) is continously embedded in Ḃ
−r,∞∞ (Rd ), the standard

Sobolev inequality (154) follows from (155).
Gérard, Meyer and Oru proved a somewhat more general result: if 1 < p < q <

∞, r > 0 and s = r(
q
p
− 1), one has

‖f ‖Lq ≤ C‖Λsf ‖p/qLp ‖f ‖1−p/q

Ḃ
−r,∞∞

, (157)

where Λ := √−Δ is the Riesz operator defined by Λ̂f (ω) = |ω|f̂ (ω). In the
particular case where 1

p
− 1

q
= s

d
, the above is an improvement on ‖f ‖Lq ≤

C‖Λsf ‖Lp which expresses the embedding of the homogeneous Riesz potential
space Ḣ s,p(Rd) (that coincides with Ẇ s,p(Rd) when s is an integer) into Lq(Rd).

This last embedding is not compact and the improved inequality (157) plays a
critical role in the proof of subsequent results which give a precise description of
this lack of compactness in terms of profiles with asymptotically disjoint space-
scale localization. More precisely, the following result was established by Patrick
Gérard [36] in the case p = 2 and by Stéphane Jaffard [43] in the more general case
1 < p < ∞.

Theorem 44 A sequence (un)n≥0 bounded in Ḣ s,p(Rd ) can be decomposed, up to
a subsequence extraction, according to

un =
L∑

l=1

h
s− d

p

l,n φl
( · − xl,n

hl,n

)
+ rn,L (158)

where (φl)l>0 is sequence in Ḣ s,p(Rd ) and limL→∞
(

lim supn→∞ ‖rn,L‖Lq

)
= 0.

This decomposition is “asymptotically orthogonal” in the sense that for k �= l

| log(hl,n/hk,n)| → ∞ or |xl,n − xk,n|/hl,n → ∞, as n → ∞. (159)

Profile decompositions of the above type have been used in the study of nonlinear
evolution equations such as the critical nonlinear wave equations [2] or the critical
nonlinear Schrödinger equation [62].

The improved Sobolev inequalities (157) are in spirit similar to classical
inequalities for interpolation spaces, of the form

‖f ‖Z ≤ C‖f ‖1−θ
X ‖f ‖θY . (160)

Here Z = [X,Y ]θ,τ is the real interpolation space between X and Y for given
parameter 0 < θ < 1 and 0 < τ ≤ ∞, see [4] for an introduction to such spaces.
Classical examples are the Gagliardo–Nirenberg inequalities. The proof of (157)
however requires a more specific treatment since the interpolation spaces between
Ḣ s,p(Rd) and Ḃ

−r,∞∞ do not have a simple description. The strategy adopted by
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Gérard, Meyer and Oru is based on cleverly combining estimates for the Littlewood–
Paley blocks of f that result from the finiteness of the right-hand side in (157).

This strategy is however uneffective in the limit case where p = 1, for example
when considering the embedding between Ẇ 1,1(Rd ) and Lq(Rd ) with q := d

d−1 .
The corresponding inequality

‖f ‖Lq ≤ C‖∇f ‖
1
q

L1‖f ‖
1
d

Ḃ
1−d,∞∞

, (161)

which only holds when d ≥ 2, was proved by Yves Meyer and his collaborators
in [14] using a different approach. The main ingredient is provided by weak-type
estimates for the wavelet coefficients of functions of bounded variations established
in [12] by Albert Cohen, Wolfgang Dahmen, Ronald DeVore and Ingrid Daubechies.
In the simplest case d = q = 2, one such estimate states that the decreasing
rearrangement (dn)n≥1 of the coefficients dλ in the wavelet expansion (121) of f
satisfies

dn ≤ C|f |BVn
−1, n ≥ 1. (162)

Here |f |BV is the total variation of f which coincides with ‖∇f ‖L1 if f ∈ Ẇ 1,1.
This shows that the weak-�1 norm of (dλ) is controlled by |f |BV. Since ‖f ‖

Ḃ
−1,∞∞ is

equivalent to the �∞ norm of this sequence, the improved Sobolev inequality follows
directly from the fact that the �2 norm is controlled by the geometric mean of the
weak-�1 and �∞ norms. An alternate proof of (161), using heat kernel techniques,
was provided by Michel Ledoux in [51].

The particular interest of Yves Meyer for the space BV was stimulated by its use
in image processing: functions in BV(R2) are allowed to have jump discontinuities
on curves of finite length and are therefore a plausible model for images containing
objects with sharp edges, in the absence of noise and texture. A prominent model
based on this intuition was proposed by Stanley Osher and Leonid Rudin [82]: it
consists of splitting the image f into two pieces u and v, by solving a variational
problem of the form

min{‖v‖2
L2 + λ|u|BV : f = u+ v}, (163)

The function u models the object component of the image, as v captures the textural
and noise component. The parameter λ > 0 tunes the importance given to each of
these and can be related to the noise level.

This model is closely related to that proposed by David Mumford and Jayant
Shah in which u is searched for as piecewise H 1 with discontinuities on curves of
finite length. Another related model, proposed in [10], is obtained when replacing
the space BV by slightly smaller Besov space B

1,1
1 . In view of (124), the resulting

minimization problem has then a simple expression using wavelet expansions of the
form (121): each coefficient uλ of u individually minimizes |fλ − uλ|2 + λ|uλ|,
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where fλ is the coefficient of f , and is therefore given by a shrinkage of the form

uλ = max{0, |fλ| − λ/2} sign(fλ). (164)

Such wavelet thresholding strategies were first advocated and analyzed by David
Donoho, Iain Johnstone, Gérard Kerkyacharian and Dominique Picard in statistical
estimation [33]. In this approach, the coefficients of the textural part v all satisfy the
uniform bound |vλ| ≤ λ/2, which means that the B−1,∞∞ norm of this component is
controlled by λ/2.

This remark led Yves Meyer to investigate the negative order smoothness spaces
that are involved in the original Osher–Rudin model (163). Here, the natural
candidate is the space F of divergences of bounded vector fields, with norm

‖v‖F := min{‖w‖L∞ : v = div(w)}, (165)

This space coincides with the dual of W 1,1(R2) and is slightly smaller than B
−1,∞∞ .

Yves Meyer proved that the v component in (163) is naturally controlled in this
norm, and used the space F both in order to analyze the qualitative properties this
decomposition and to explore alternative strategies aiming at better capturing the
textural part, for example by minimizing ‖v‖F + λ|u|BV

4.4 Oscillations in Nonlinear Evolution PDEs

One major object of study in nonlinear evolution PDEs is the phenomenon of
explosion in finite time of the solution measured in some given norm. This study
goes together with understanding which type of initial condition prevent such blow
up to occur, and in which function space global existence of solutions can be
established.

Yves Meyer developed a research program, built on the intuition that in several
relevant cases, blow up can be prevented by oscillations in the initial condition, and
that such oscillations should be quantified by means of negative order smoothness
spaces. This led to a series of breakthrough for PDEs such as the nonlinear heat
equation and the Navier–Stokes equations. These two models may be written in
general semi-linear format as

∂u

∂t
= Δu+ N(u), u(t = 0) = u0. (166)

where N is a nonlinear operator. The solution process studied by Yves Meyer is
based on the integral formulation

u(t) = S(t)u0 +
∫ t

0
S(t − s)N(u(s))ds, (167)
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where S(t) = eΔt is the semi-group associated with the linear heat equation
∂u
∂t

= Δu. In this approach, which is similar in spirit to that used in the proof of
the classical Cauchy–Lipschitz theorem for ODEs, the function u is thus viewed as
a fixed point of a nonlinear operator u �→ G(u) defined by the right side of (167).
Solutions u ∈ C([0, T ],X) to such fixed point problems, for some given Banach
space X, are referred to as mild solutions to (166).

In the case of the nonlinear heat equation

∂u

∂t
= Δu+ u3, (x, t) ∈ R

3×]0,∞[, u(x, 0) = u0(x), (168)

formal multiplication by u and integration over R3 yields d
dt
‖u‖2

L2 = −2‖∇u‖2
L2 +

‖u‖4
L4 , which hints that the evolution of the L2 norm of the solution is governed

by a competition between ‖∇u‖2
L2 and ‖u‖4

L4 . This can be made more precise by a
sufficient condition for blow up which follows from work by Howard Levine [54].

Theorem 45 If u0 is a non-trivial smooth and compactly supported function and if

‖∇u0‖2
L2 ≤ 1

2
‖u0‖4

L4, (169)

then there exists a finite T0 such that ‖u(·, t)‖L2 is unbounded as t → T0.

The improved Sobolev inequalities (157) show that (169) will not hold if an
appropriate negative smoothness norm ‖u0‖X is small enough, in particular when
u0 is highly oscillatory. This suggests that there should exist negative smoothness
spaces X satisfying the improved inequality

‖f ‖L4 ≤ ‖∇f ‖1/2
L2 ‖f ‖1/2

X , (170)

and such that ‖u0‖X ≤ η for some small enough η > 0 implies global existence of
a mild solution to (168) in C([0,∞[,X). In addition, due to the invariance of (168)
by rescaling uλ(x, t) = λu(λx, λ2t), such a norm should satisfy ‖fλ‖X = ‖f ‖X for
fλ(x) = λf (λx). Otherwise this norm could be made arbitrarily small by a proper
rescaling and the condition ‖u0‖X ≤ η becomes irrelevant. For Lebesgue spaces,
the L3 norm satisfies this scaling, and existence was established by Fred Weissler
[92].

Theorem 46 There exists η > 0 such that ‖u0‖L3 ≤ η implies the existence of a
global mild solution u ∈ C([0,∞[, L3(R3)) to (168).

The largest negative smoothness space X that satisfies all requirements is the
homogeneous Besov space Ḃ

−1,∞∞ (R3). A global existence result is not known
for this space but Yves Meyer established such a result for a smaller negative
smoothness space which also satisfies all requirements.
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Theorem 47 Let X = Ḃ
−1/2,∞
6 (R3). There exists η > 0 such that ‖u0‖X ≤ η

implies the existence of a global mild solution u ∈ C([0,∞[,X) to (168).

In the case of the incompressible Navier–Stokes equations

∂u

∂t
= Δu− (u · ∇)u−∇p and div(u) = 0, (x, t) ∈ R

3×]0,∞[, (171)

mild solutions are defined by applying to the equation the Leray–Hopf projector
onto divergence free vector fields. This projector can be defined from the Riesz
transforms R̂jf (ω) := −iωj |ω|−1f̂ (ω) by

Π(f1, f2, f3) = (g1, g2, g3), gj = (R − RjR)fj , R := R1 + R2 + R3.

(172)

This eliminates the pressure p from (171) and one reaches the formulation (167)
for the velocity u with N(u) = −Π(u · ∇)u. The invariant scaling for u is
λu(λx, λ2t), similar to the nonlinear heat equation, therefore suggesting thatL3(R3)

is the natural solution space. The study of mild solutions to the Navier–Stokes
equations was initiated by Tosio Kato who proved a result of global existence in
u ∈ C([0,∞[, L3(R3)3) exactly similar to Theorem 46.

It is worth mentioning however that the situation differs between the two
equations as to uniqueness. For the nonlinear heat equation, it is known that
uniqueness of solutions cannot be expected in C([0,∞[, L3(R3)), but Fred Weissler
could establish it by appending the additional smallness condition

sup
t>0

t1/2‖u(·, t)‖L∞ ≤ η. (173)

For the Navier–Stokes equation, uniqueness of mild solutions in
C([0,∞[, L3(R3)3) was proved by Giulia Furioli, Pierre Gilles Lemarié and
Elide Terraneo, without any such assumption [35]. One key argument in the proof
of this result is an idea introduced by Yves Meyer which says that the fluctuation
of the exact solution u(·, t) around the solution S(t)u0 of the linear heat equation
can be controlled in a smaller space. A simpler proof, not based on this argument,
was later provided by Sylvie Monniaux [78], and Yves Meyer showed that the
space L3(R3) could be replaced by a larger space defined as the closure of the
test functions D(R3) in the weak space L3,∞(R3). It was also proved by Luis
Escauriaza, Gregory Seregin and Vladimir Sverák that such solutions are smooth
for positive time [34].

Yves Meyer raised the question of whether a weaker condition of the form
‖u0‖X ≤ η, for some negative smoothness space could ensure global existence of
a mild solution to the Navier–Stokes equations. First results in this direction came
from the work of Marco Cannone and Fabrice Planchon, in particular the following
from [83].
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Theorem 48 For 3 ≤ q < ∞ and Xq = Ḃ
−(1−3/q),∞
q (R3)3, there exists ηq > 0

such that

div(u0) = 0, u0 ∈ L3(R3)3, and ‖u0‖Xq ≤ ηq (174)

imply the existence of a global solution u ∈ C([0,∞[, L3(R3)3) to (171).

In contrast to Kato’s global existence theorem, the above result does not require
u0 to be small in L3, as long as its oscillations ensure smallness in X. The
best result along these lines is due to Herbert Koch and Daniel Tataru [50] and
requires smallness of the components of u0 in a space G that contains all the above
Xq spaces and which consists of divergences of vector fields from BMO(R3)3.
Recall that BMO(Rd ) is a slightly larger space than L∞(Rd ) with norm defined
by (70). The space G is thus a close substitute to the space F from (165) used
by Meyer in the modeling of texture, and to the Besov space B

−1,∞∞ that appears
in improved Sobolev inequalities. More precisely, one has the embedding chain
F ⊂ G ⊂ B

−1,∞∞ .
The research program initiated by Yves Meyer therefore reveals that very similar

spaces play a critical role for modeling the relevant oscillating patterns of textures
in image processing and initial conditions in nonlinear PDEs.
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(2006) Each year, during the week of the Abel Prize ceremony, the main street in Oslo, Karl Johans
gate, is decorated with Abel banners. (Photo: Harald Hanche-Olsen)

(2007) The Abel Laureates Lennart Carleson, Srinivasa Varadhan, and Peter Lax in front of the
Abel Monument in the park of the Royal Castle in Oslo. (Photo: Heiko Junge/Scanpix)
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(2016) Crown Prince Haakon arriving at the University Aula for the Award Ceremony. (Photo:
Yngve Vogt, UiO)

(2003) The Abel Laureates are invited to a private audience at the Royal Palace. King Harald and
Queen Sonja receiving Jean-Pierre Serre. (Photo: NTB Scanpix)
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(2012) The Award Ceremony in the Aula of the University of Oslo. The wall paintings are by
Edvard Munch. (Photo: Erlend Aas/NTB Scanpix)

(2012) The Award Ceremony for Endre Szemerédi in the University Aula. (Photo: Harald Hanche-
Olsen)
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(2009) Abel Laureate Mikhail Gromov with Minister of research and higher education Tora
Aasland. (Photo: Knut Falch/Scanpix)

(2013) King Harald and Abel Laureate Pierre Deligne at the banquet in Akershus Castle. (Photo:
Fredrik Varfjell/NTB Scanpix)
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(2016) The banquet at Akershus Castle. (Photo: Audun Braastad)

(2015) John Nash giving his Abel Lecture at the University of Oslo. (Photo: Eirik Furu Baardsen)
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(2015) Nash and Nirenberg at the Abel lectures in Bergen. (Photo: Anne-Marie Astad)

(2017) From the Abel Lectures at the University of Oslo. (Photo: Harald Hanche-Olsen)
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(2017) The Abel Lecturers: Stéphane Mallat, Yves Meyer, Ingrid Daubechies, and Emmanuel
Candès. (Photo: Ola Gamst Sæther)

(2012) From the party at the Norwegian Academy of Science and Letters in the evening of the day
of the Abel Lectures. (Photo: Harald Hanche-Olsen)
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(2017) Nadia Hasnaoui interviews Abel Laureate Yves Meyer at Det Norske Teatret right after the
prize ceremony. (Photo: Eirik Furu Baardsen)

(2017) Terrence Tao discussing the work of Abel Laureate Yves Meyer with Eldrid Borgan at the
House of Literature in Oslo. (Photo: Eirik Furu Baardsen)
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(2005) Lax with children in Bergen. (Photo: NTB/Scanpix)

(2010) Tate with children in Kristiansand. (Photo: UiA/Tor Martin Lien)
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(2016) Wiles with children in Kristiansand. (Photo: Anne-Marie Astad)

(2011) Sigbjørn Hals, after having received the Bernt Michael Holmboe Memorial Prize, with Abel
Laureate Milnor and Minister of research and higher education Kristin Halvorsen, at the Cathedral
School in Oslo. (Photo: Stian Lysberg Solum/Scanpix)
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(2017) The recipient of the Bernt Michael Holmboe Memorial Prize, the mathematics teacher
Hanan Abdelrahman, with Abel Laureate Yves Meyer. (Photo: Håkon Mosvold Larsen/NTB)

(2014) The winner of the national Niels Henrik Abel competition, Johan Sokrates Wind,
Kongsbakken vgs, with Prime Minister Erna Solberg (left) and CEO of Petroleum Geo-Services
Jon Erik Reinhardsen. (Photo: Henrik Fjørtoft/NTNU Komm. avd.)
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(2016) The winning team of UngeAbel. (Photo: Gro Berg)

(2016) From the final of the national Niels Henrik Abel competition, held at the Norwegian
University of Science and Technology. (Photo: Harald Hanche-Olsen)
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(2012) The signing of the agreement regarding the Heidelberg Laureate Forum between the Klaus
Tschira Foundation and Norwegian Academy of Science and Letters. In the front Andreas Reuter
(left) and Klaus Tschira (right). In the back, from left to right, Nils Christian Stenseth, Fabrizio
Gagliardi, Ingrid Daubechies, Helge Holden, Øivind Andersen, Detlev Rünger. (Photo: Eirik Furu
Baardsen)

(2014) Abel Laureate Sir Michael Atiyah with students at the Heidelberg Laureate Forum. (Photo:
Christian Flemming)
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(2007) The winner of the 2006 Ramanujan Prize, Sujatha Ramdorai, with Prime Minister
Stoltenberg and Abel Laureate Srinivasa Varadhan at the banquet at Akershus Castle. (Photo: Heiko
Junge/Scanpix)

(2007) Alf Bjørseth hands over the Abel manuscripts to the director of the National Library, Vigdis
Skarstein. (Photo: Heiko Junge/Scanpix)
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(2004) The participants of the first Abel symposium. (Photo: Samfoto/Svein Erik Dahl)

(2017) Abel symposium participants on their way to Svolvær. (Photo: Martin Gulbrandsen)
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(2011) Signing of an agreement of cooperation between the National Institute for Mathematical
Sciences in Kumasi, Ghana, The Norwegian Academy of Science and Letters, and Petroleum Geo-
Services. (Photo: Trine Gerlyng)

(2014) The unveiling of the Abel Plaque in Berlin. From the left: Jürg Kramer, Martin Grötschel,
Erika Kappel, Sven Erik Svedman og Øivind Andersen. (Photo: Øyvind R. Haugen)



Abel Prize Citations 2003–2012

2003—Jean-Pierre Serre

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2003 to Jean-Pierre Serre, Collège de France, Paris, France,

for playing a key role in shaping the modern form of many parts of mathematics, including
topology, algebraic geometry and number theory

The first Abel Prize has been awarded to Jean-Pierre Serre, one of the great
mathematicians of our time. Serre is an Emeritus Professor at the Collège de France
in Paris. He has made profound contributions to the progress of mathematics for
over half a century, and continues to do so. Serre’s work is of extraordinary breadth,
depth and influence. He has played a key role in shaping the modern form of many
parts of mathematics, including:

• Topology, which treats the question: what remains the same in geometry even
when the length is distorted?
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• Algebraic geometry, which treats the question: what is the geometry of solutions
of polynomial equations?

• Number theory, the study of basic properties of numbers. For example prime
numbers and the solution of polynomial equations as in Fermat’s Last Theorem.

Serre developed revolutionary algebraic methods for studying topology, and in
particular studied the transformations between spheres of higher dimensions. He is
responsible for a spectacular clarification of the work of the Italian algebraic geome-
ters by introducing and developing the right algebraic machinery for determining
when their geometric construction worked. This powerful technique of Serre, with
its new language and viewpoint, ushered in a golden age for algebraic geometry.

For the past four decades Serre’s magnificent work and vision of number theory
have been instrumental in bringing that subject to its current glory. This work
connects and extends in many ways the mathematical ideas introduced by Abel,
in particular his proof of the impossibility of solving the 5th degree equation by
radicals, and his analytic techniques for the study of polynomial equations in two
variables. Serre’s research has been vital in setting the stage for many of the most
celebrated recent breakthroughs, including the proof by Wiles of Fermat’s Last
Theorem.

Although Serre’s effort has been directed to more conceptual mathematics, his
contributions have connection to important applications. The practical issues of
finding efficient error-correcting codes and of public-key cryptography, both make
use of solutions of polynomial equations (specifically over finite fields) and Serre’s
work has substantially deepened our understanding of this topic.

2004—Sir Michael Francis Atiyah and Isadore M. Singer

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2004 to Sir Michael Francis Atiyah, University of Edinburgh, and
Isadore M. Singer, Massachusetts Institute of Technology,

for their discovery and proof of the index theorem, bringing together topology, geometry
and analysis, and their outstanding role in building new bridges between mathematics and
theoretical physics

The second Abel Prize has been awarded jointly to Michael Francis Atiyah
and Isadore M. Singer. The Atiyah–Singer index theorem is one of the great
landmarks of twentieth-century mathematics, influencing profoundly many of the
most important later developments in topology, differential geometry and quantum
field theory. Its authors, both jointly and individually, have been instrumental in
repairing a rift between the worlds of pure mathematics and theoretical particle
physics, initiating a cross-fertilization which has been one of the most exciting
developments of the last decades.

We describe the world by measuring quantities and forces that vary over time
and space. The rules of nature are often expressed by formulas involving their rates
of change, so-called differential equations. Such formulas may have an “index”,
the number of solutions of the formulas minus the number of restrictions which
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they impose on the values of the quantities being computed. The index theorem
calculates this number in terms of the geometry of the surrounding space.

A simple case is illustrated by a famous paradoxical etching of M.C. Escher,
“Ascending and Descending”, where the people, going uphill all the time, still
manage to circle the castle courtyard. The index theorem would have told them
this was impossible!

The Atiyah–Singer index theorem was the culmination and crowning achieve-
ment of a more than one-hundred-year-old evolution of ideas, from Stokes’s
theorem, which students learn in calculus classes, to sophisticated modern theories
like Hodge’s theory of harmonic integrals and Hirzebruch’s signature theorem.

The problem solved by the Atiyah–Singer theorem is truly ubiquitous. In the
40 years since its discovery, the theorem has had innumerable applications, first in
mathematics and then, beginning in the late 1970s, in theoretical physics: gauge
theory, instantons, monopoles, string theory, the theory of anomalies etc.

At first, the applications in physics came as a complete surprise to both the
mathematics and physics communities. Now the index theorem has become an
integral part of their cultures. Atiyah and Singer, together and individually, have
been tireless in their attempts to explain the insights of physicists to mathematicians.
At the same time, they brought modern differential geometry and analysis as it
applies to quantum field theory to the attention of physicists and suggested new
directions in physics itself. This cross-fertilization continues to fruitful for both
sciences.

Michael Francis Atiyah and Isadore M. Singer are among the most influential
mathematicians of the last century and are still working. With the index theorem
they changed the landscape of mathematics. Over a period of 20 years they worked
together on the index theorem and its ramifications.

Atiyah and Singer came originally from different fields of mathematics: Atiyah
from algebraic geometry and topology, Singer from analysis. Their main contribu-
tions in their respective areas are also highly recognized. Atiyah’s early work on
meromorphic forms on algebraic varieties and his important 1961 paper on Thom
complexes are such examples. Atiyah’s pioneering work together with Friedrich
Hirzebruch on the development of the topological analogue of Grothendieck’s K-
theory had numerous applications to classical problems of topology and turned out
later to be deeply connected with the index theorem.

Singer established the subject of triangular operator algebras (jointly with
Richard V. Kadison). Singer’s name is also associated with the Ambrose–Singer
holonomy theorem and the Ray–Singer torsion invariant. Singer, together with
Henry P. McKean, pointed out the deep geometrical information hidden in heat
kernels, a discovery that had great impact.

2005—Peter D. Lax

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2005 to Peter D. Lax, Courant Institute of Mathematical Sciences, New
York University,
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for his groundbreaking contributions to the theory and application of partial differential
equations and to the computation of their solutions

Ever since Newton, differential equations have been the basis for the scientific
understanding of nature. Linear differential equations, in which cause and effect
are directly proportional, are reasonably well understood. The equations that arise
in such fields as aerodynamics, meteorology and elasticity are nonlinear and much
more complex: their solutions can develop singularities. Think of the shock waves
that appear when an airplane breaks the sound barrier.

In the 1950s and 1960s, Lax laid the foundations for the modern theory of
nonlinear equations of this type (hyperbolic systems). He constructed explicit solu-
tions, identified classes of especially well-behaved systems, introduced an important
notion of entropy, and, with Glimm, made a penetrating study of how solutions
behave over a long period of time. In addition, he introduced the widely used
Lax–Friedrichs and Lax–Wendroff numerical schemes for computing solutions. His
work in this area was important for the further theoretical developments. It has also
been extraordinarily fruitful for practical applications, from weather prediction to
airplane design.

Another important cornerstone of modern numerical analysis is the “Lax Equiv-
alence Theorem”. Inspired by Richtmyer, Lax established with this theorem the
conditions under which a numerical implementation gives a valid approximation
to the solution of a differential equation. This result brought enormous clarity to the
subject.

A system of differential equations is called “integrable” if its solutions are
completely characterized by some crucial quantities that do not change in time. A
classical example is the spinning top or gyroscope, where these conserved quantities
are energy and angular momentum.

Integrable systems have been studied since the nineteenth century and are
important in pure as well as applied mathematics. In the late 1960s a revolution
occurred when Kruskal and co-workers discovered a new family of examples, which
have “soliton” solutions: single-crested waves that maintain their shape as they
travel. Lax became fascinated by these mysterious solutions and found a unifying
concept for understanding them, rewriting the equations in terms of what are now
called “Lax pairs”. This developed into an essential tool for the whole field, leading
to new constructions of integrable systems and facilitating their study.

Scattering theory is concerned with the change in a wave as it goes around
an obstacle. This phenomenon occurs not only for fluids, but also, for instance,
in atomic physics (Schrödinger equation). Together with Phillips, Lax developed
a broad theory of scattering and described the long-term behaviour of solutions
(specifically, the decay of energy). Their work also turned out to be important in
fields of mathematics apparently very distant from differential equations, such as
number theory. This is an unusual and very beautiful example of a framework built
for applied mathematics leading to new insights within pure mathematics.

Peter D. Lax has been described as the most versatile mathematician of his
generation. The impressive list above by no means states all of his achievements.
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His use of geometric optics to study the propagation of singularities inaugurated
the theory of Fourier Integral Operators. With Nirenberg, he derived the definitive
Gårding-type estimates for systems of equations. Other celebrated results include
the Lax–Milgram lemma and Lax’s version of the Phragmén–Lindelöf principle
for elliptic equations. Peter D. Lax stands out in joining together pure and applied
mathematics, combining a deep understanding of analysis with an extraordinary
capacity to find unifying concepts. He has had a profound influence, not only by
his research, but also by his writing, his lifelong commitment to education and his
generosity to younger mathematicians.

2006—Lennart Carleson

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2006 to Lennart Carleson, Royal Institute of Technology, Sweden,

for his profound and seminal contributions to harmonic analysis and the theory of smooth
dynamical systems

In 1807, the versatile mathematician, engineer and Egyptologist Jean Baptiste
Joseph Fourier made the revolutionary discovery that many phenomena, ranging
from the typical profiles describing the propagation of heat through a metal bar
to the vibrations of violin strings, can be viewed as sums of simple wave patterns
called sines and cosines. Such summations are now called Fourier series. Harmonic
analysis is the branch of mathematics that studies these series and similar objects.

For more than 150 years after Fourier’s discovery, no adequate formulation and
justification was found of his claim that every function equals the sum of its Fourier
series. In hindsight this loose statement should be interpreted as regarding every
function for which “it is possible to draw the graph”, or more precisely, every
continuous function. Despite contributions by several mathematicians, the problem
remained open.

In 1913 it was formalized by the Russian mathematician Lusin in the form of
what became known as Lusin’s conjecture. A famous negative result of Kolmogorov
in 1926, together with the lack of any progress, made experts believe that it would
only be a matter of time before someone constructed a continuous function for
which the sum of its Fourier series failed to give the function value anywhere. In
1966, to the surprise of the mathematical community, Carleson broke the decades-
long impasse by proving Lusin’s conjecture that every square-integrable function,
and thus in particular every continuous function, equals the sum of its Fourier series
“almost everywhere”.

The proof of this result is so difficult that for over 30 years it stood mostly
isolated from the rest of harmonic analysis. It is only within the past decade that
mathematicians have understood the general theory of operators into which this
theorem fits and have started to use his powerful ideas in their own work.

Carleson has made many other fundamental contributions to harmonic analysis,
complex analysis, quasi-conformal mappings, and dynamical systems. Standing out
among them is his solution of the famous corona problem, so called because it
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examines structures that become apparent “around” a disk when the disk itself is
“obscured”, poetically analogous to the corona of the sun seen during an eclipse.
In this work he introduced what has become known as Carleson measures, now a
fundamental tool of both complex and harmonic analysis.

The influence of Carleson’s original work in complex and harmonic analysis
does not limit itself to this. For example, the Carleson–Sjölin theorem on Fourier
multipliers has become a standard tool in the study of the “Kakeya problem”, the
prototype of which is the “turning needle problem”: how can we turn a needle 180◦
in a plane, while sweeping as little area as possible? Although the Kakeya problem
originated as a toy, the description of the volume swept in the general case turns out
to contain important and deep clues about the structure of Euclidean space.

Dynamical systems are mathematical models that seek to describe the behaviour
in time of large classes of phenomena, such as those observed in meteorology, finan-
cial markets, and many biological systems, from fluctuations in fish populations
to epidemiology. Even the simplest dynamical systems can be mathematically sur-
prisingly complex. With Benedicks, Carleson studied the Hénon map, a dynamical
system first proposed in 1976 by the astronomer Michel Hénon, a simple system
exhibiting the intricacies of weather dynamics and turbulence. This system was
generally believed to have a so-called strange attractor, drawn in beautiful detail
by computer graphics tools, but poorly understood mathematically. In a great tour
de force, Benedicks and Carleson provided the first proof of the existence of this
strange attractor in 1991; this development opened the way to a systematic study of
this class of dynamical systems.

Carleson’s work has forever altered our view of analysis. Not only did he prove
extremely hard theorems, but the methods he introduced to prove them have turned
out to be as important as the theorems themselves. His unique style is characterized
by geometric insight combined with amazing control of the branching complexities
of the proofs.

2007—Srinivasa S. R. Varadhan

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2007 to Srinivasa S. R. Varadhan, Courant Institute of Mathematical
Sciences, New York,

for his fundamental contributions to probability theory and in particular for creating a
unified theory of large deviations

Probability theory is the mathematical tool for analyzing situations governed by
chance. The law of large numbers, discovered by Jacob Bernoulli in the eighteenth
century, shows that the average outcome of a long sequence of coin tosses is usually
close to the expected value. Yet the unexpected happens, and the question is: how?
The theory of large deviations studies the occurrence of rare events. This subject has
concrete applications to fields as diverse as physics, biology, economics, statistics,
computer science, and engineering.
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The law of large numbers states that the probability of a deviation beyond
a given level goes to zero. However, for practical applications, it is crucial to
know how fast it vanishes. For example, what capital reserves are needed to keep
the probability of default of an insurance company below acceptable levels? In
analyzing such actuarial “ruin problems”, Harald Cramér discovered in 1937 that
standard approximations based on the Central Limit Theorem (as visualized by the
bell curve) are actually misleading. He then found the first precise estimates of large
deviations for a sequence of independent random variables. It took 30 years before
Varadhan discovered the underlying general principles and began to demonstrate
their tremendous scope, far beyond the classical setting of independent trials.

In his landmark paper “Asymptotic probabilities and differential equations” in
1966 and his surprising solution of the polaron problem of Euclidean quantum field
theory in 1969, Varadhan began to shape a general theory of large deviations that
was much more than a quantitative improvement of convergence rates. It addresses
a fundamental question: what is the qualitative behaviour of a stochastic system
if it deviates from the ergodic behaviour predicted by some law of large numbers
or if it arises as a small perturbation of a deterministic system? The key to the
answer is a powerful variational principle that describes the unexpected behaviour
in terms of a new probabilistic model minimizing a suitable entropy distance to
the initial probability measure. In a series of joint papers with Monroe D. Donsker
exploring the hierarchy of large deviations in the context of Markov processes,
Varadhan demonstrated the relevance and the power of this new approach. A striking
application is their solution of a conjecture of Mark Kac concerning large time
asymptotics of a tubular neighbourhood of the Brownian motion path, the so-called
“Wiener sausage”.

Varadhan’s theory of large deviations provides a unifying and efficient method
for clarifying a rich variety of phenomena arising in complex stochastic systems, in
fields as diverse as quantum field theory, statistical physics, population dynamics,
econometrics and finance, and traffic engineering. It has also greatly expanded our
ability to use computers to simulate and analyze the occurrence of rare events. Over
the last four decades, the theory of large deviations has become a cornerstone of
modern probability, both pure and applied.

Varadhan has made key contributions in several other areas of probability. In joint
work with Daniel W. Stroock, he developed a martingale method for characterizing
diffusion processes, such as solutions of stochastic differential equations. This
new approach turned out to be an extremely powerful way of constructing new
Markov processes, for example infinite-dimensional diffusions arising in population
genetics.

Another major theme is the analysis of hydrodynamical limits describing the
macroscopic behaviour of very large systems of interacting particles. A first
breakthrough came in joint work with Maozheng Guo and George C. Papanicolaou
on gradient models. Varadhan went even further by showing how to handle non-
gradient models, greatly extending the scope of the theory. His ideas also had a
strong influence on the analysis of random walks in a random environment. His
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name is now attached to the method of “viewing the environment from the travelling
particle”, one of the few general tools in the field.

Varadhan’s work has great conceptual strength and ageless beauty. His ideas
have been hugely influential and will continue to stimulate further research for a
long time.

2008—John Griggs Thompson and Jacques Tits

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2008 to John Griggs Thompson, Graduate Research Professor, University
of Florida, and Jacques Tits, Professor Emeritus, Collège de France, Paris

for their profound achievements in algebra and in particular for shaping modern group
theory

Modern algebra grew out of two ancient traditions in mathematics, the art of
solving equations, and the use of symmetry as for example in the patterns of the
tiles of the Alhambra. The two came together in late eighteenth century, when it
was first conceived that the key to understanding even the simplest equations lies in
the symmetries of their solutions. This vision was brilliantly realised by two young
mathematicians, Niels Henrik Abel and Évariste Galois, in the early nineteenth
century. Eventually it led to the notion of a group, the most powerful way to capture
the idea of symmetry. In the twentieth century, the group theoretical approach was a
crucial ingredient in the development of modern physics, from the understanding of
crystalline symmetries to the formulation of models for fundamental particles and
forces.

In mathematics, the idea of a group proved enormously fertile. Groups have strik-
ing properties that unite many phenomena in different areas. The most important
groups are finite groups, arising for example in the study of permutations, and linear
groups, which are made up of symmetries that preserve an underlying geometry. The
work of the two laureates has been complementary: John Thompson concentrated
on finite groups, while Jacques Tits worked predominantly with linear groups.

Thompson revolutionised the theory of finite groups by proving extraordinarily
deep theorems that laid the foundation for the complete classification of finite simple
groups, one of the greatest achievements of twentieth century mathematics. Simple
groups are atoms from which all finite groups are built. In a major breakthrough, Feit
and Thompson proved that every non-elementary simple group has an even number
of elements. Later Thompson extended this result to establish a classification of
an important kind of finite simple group called an N-group. At this point, the
classification project came within reach and was carried to completion by others.
Its almost incredible conclusion is that all finite simple groups belong to certain
standard families, except for 26 sporadic groups. Thompson and his students played
a major role in understanding the fascinating properties of these sporadic groups,
including the largest, the so-called Monster.

Tits created a new and highly influential vision of groups as geometric objects.
He introduced what is now known as a Tits building, which encodes in geometric
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terms the algebraic structure of linear groups. The theory of buildings is a central
unifying principle with an amazing range of applications, for example to the
classification of algebraic and Lie groups as well as finite simple groups, to Kac–
Moody groups (used by theoretical physicists), to combinatorial geometry (used in
computer science), and to the study of rigidity phenomena in negatively curved
spaces. Tits’s geometric approach was essential in the study and realisation of
the sporadic groups, including the Monster. He also established the celebrated
“Tits alternative”: every finitely generated linear group is either virtually solvable
or contains a copy of the free group on two generators. This result has inspired
numerous variations and applications.

The achievements of John Thompson and of Jacques Tits are of extraordinary
depth and influence. They complement each other and together form the backbone
of modern group theory.

2009—Mikhail Leonidovich Gromov

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2009 to Mikhail Leonidovich Gromov, Permanent Professor, Institut des
Hautes Études Scientifiques, France,

for his revolutionary contributions to geometry

Geometry is one of the oldest fields of mathematics; it has engaged the attention
of great mathematicians through the centuries, but has undergone revolutionary
change during the last 50 years. Mikhail Gromov has led some of the most important
developments, producing profoundly original general ideas, which have resulted in
new perspectives on geometry and other areas of mathematics.

Riemannian geometry developed from the study of curved surfaces and their
higher dimensional analogues and has found applications, for instance, in the theory
of general relativity. Gromov played a decisive role in the creation of modern global
Riemannian geometry. His solutions of important problems in global geometry
relied on new general concepts, such as the convergence of Riemannian manifolds
and a compactness principle, which now bear his name.

Gromov is one of the founders of the field of global symplectic geometry.
Holomorphic curves were known to be an important tool in the geometry of complex
manifolds. However, the environment of integrable complex structures was too
rigid. In a famous paper in 1985, he extended the concept of holomorphic curves to
J -holomorphic curves on symplectic manifolds. This led to the theory of Gromov–
Witten invariants, which is now an extremely active subject linked to modern
quantum field theory. It also led to the creation of symplectic topology and gradually
penetrated and transformed many other areas of mathematics.

Gromov’s work on groups of polynomial growth introduced ideas that forever
changed the way in which a discrete infinite group is viewed. Gromov discovered
the geometry of discrete groups and solved several outstanding problems. His
geometrical approach rendered complicated combinatorial arguments much more
natural and powerful.
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Mikhail Gromov is always in pursuit of new questions and is constantly thinking
of new ideas for solutions of old problems. He has produced deep and original
work throughout his career and remains remarkably creative. The work of Gromov
will continue to be a source of inspiration for many future mathematical discoveries.

2010—John Torrence Tate

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2010 to John Torrence Tate, University of Texas at Austin,

for his vast and lasting impact on the theory of numbers

Beyond the simple arithmetic of 1, 2, 3, . . . lies a complex and intricate world
that has challenged some of the finest minds throughout history. This world stretches
from the mysteries of the prime numbers to the way we store, transmit, and
secure information in modern computers. It is called the theory of numbers. Over
the past century it has grown into one of the most elaborate and sophisticated
branches of mathematics, interacting profoundly with other areas such as algebraic
geometry and the theory of automorphic forms. John Tate is a prime architect of this
development.

Tate’s 1950 thesis on Fourier analysis in number fields paved the way for the
modern theory of automorphic forms and their L-functions. He revolutionized
global class field theory with Emil Artin, using novel techniques of group coho-
mology. With Jonathan Lubin, he recast local class field theory by the ingenious use
of formal groups. Tate’s invention of rigid analytic spaces spawned the whole field
of rigid analytic geometry. He found a p-adic analogue of Hodge theory, now called
Hodge-Tate theory, which has blossomed into another central technique of modern
algebraic number theory.

A wealth of further essential mathematical ideas and constructions were initiated
by Tate, including Tate cohomology, the Tate duality theorem, Barsotti–Tate groups,
the Tate motive, the Tate module, Tate’s algorithm for elliptic curves, the Néron–
Tate height on Mordell–Weil groups of abelian varieties, Mumford–Tate groups, the
Tate isogeny theorem and the Honda–Tate theorem for abelian varieties over finite
fields, Serre–Tate deformation theory, Tate–Shafarevich groups, and the Sato–Tate
conjecture concerning families of elliptic curves. The list goes on and on.

Many of the major lines of research in algebraic number theory and arithmetic
geometry are only possible because of the incisive contribution and illuminating
insight of John Tate. He has truly left a conspicuous imprint on modern mathematics.

2011—John Willard Milnor

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2011 to John Willard Milnor, Institute for Mathematical Sciences, Stony
Brook University, New York, USA,
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for pioneering discoveries in topology, geometry and algebra

All of Milnor’s works display marks of great research: profound insights, vivid
imagination, elements of surprise, and supreme beauty.

Milnor’s discovery of exotic smooth spheres in seven dimensions was completely
unexpected. It signaled the arrival of differential topology and an explosion of work
by a generation of brilliant mathematicians; this explosion has lasted for decades and
changed the landscape of mathematics. With Michel Kervaire, Milnor went on to
give a complete inventory of all the distinct differentiable structures on spheres of all
dimensions; in particular they showed that the 7-dimensional sphere carries exactly
28 distinct differentiable structures. They were among the first to identify the special
nature of four-dimensional manifolds, foreshadowing fundamental developments in
topology.

Milnor’s disproof of the long-standing Hauptvermutung overturned expectations
about combinatorial topology dating back to Poincaré. Milnor also discovered
homeomorphic smooth manifolds with nonisomorphic tangent bundles, for which
he developed the theory of microbundles. In three-manifold theory, he proved an
elegant unique factorization theorem.

Outside topology, Milnor made significant contributions to differential geometry,
algebra, and dynamical systems. In each area Milnor touched upon, his insights and
approaches have had a profound impact on subsequent developments.

His monograph on isolated hypersurface singularities is considered the single
most influential work in singularity theory; it gave us the Milnor number and the
Milnor fibration.

Topologists started to actively use Hopf algebras and coalgebras after the
definitive work by Milnor and J. C. Moore. Milnor himself came up with new
insights into the structure of the Steenrod algebra (of cohomology operations)
using the theory of Hopf algebras. In algebraic K-theory, Milnor introduced
the degree two functor; his celebrated conjecture about the functor—eventually
proved by Voevodsky—spurred new directions in the study of motives in alge-
braic geometry. Milnor’s introduction of the growth invariant of a group linked
combinatorial group theory to geometry, prefiguring Gromov’s theory of hyperbolic
groups.

More recently, John Milnor turned his attention to dynamical systems in low
dimensions. With Thurston, he pioneered “kneading theory” for interval maps,
laying down the combinatorial foundations of interval dynamics, creating a focus
of intense research for three decades. The Milnor–Thurston conjecture on entropy
monotonicity prompted efforts to fully understand dynamics in the real quadratic
family, bridging real and complex dynamics in a deep way and triggering exciting
advances.

Milnor is a wonderfully gifted expositor of sophisticated mathematics. He has
often tackled difficult, cutting-edge subjects, where no account in book form existed.
Adding novel insights, he produced a stream of timely yet lasting works of masterly
lucidity. Like an inspired musical composer who is also a charismatic performer,
John Milnor is both a discoverer and an expositor.
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2012—Endre Szemerédi

The Norwegian Academy of Science and Letters has decided to award the Abel
Prize for 2012 to Endre Szemerédi, Alfréd Rényi Institute of Mathematics,
Hungarian Academy of Sciences, Budapest, Hungary, and Department of Computer
Science, Rutgers, The State University of New Jersey, USA

for his fundamental contributions to discrete mathematics and theoretical computer science,
and in recognition of the profound and lasting impact of these contributions on additive
number theory and ergodic theory

Discrete mathematics is the study of structures such as graphs, sequences, per-
mutations, and geometric configurations. The mathematics of such structures forms
the foundation of theoretical computer science and information theory. For instance,
communication networks such as the internet can be described and analyzed using
the tools of graph theory, and the design of efficient computational algorithms
relies crucially on insights from discrete mathematics. The combinatorics of discrete
structures is also a major component of many areas of pure mathematics, including
number theory, probability, algebra, geometry, and analysis.

Endre Szemerédi has revolutionized discrete mathematics by introducing inge-
nious and novel techniques, and by solving many fundamental problems. His work
has brought combinatorics to the center-stage of mathematics, by revealing its deep
connections to such fields as additive number theory, ergodic theory, theoretical
computer science, and incidence geometry.

In 1975, Endre Szemerédi first attracted the attention of many mathematicians
with his solution of the famous Erdős–Turán conjecture, showing that in any set
of integers with positive density, there are arbitrarily long arithmetic progressions.
This was a surprise, since even the case of progressions of lengths 3 or 4 had
earlier required substantial effort, by Klaus Roth and by Szemerédi himself,
respectively. A bigger surprise lay ahead. Szemerédi’s proof was a masterpiece
of combinatorial reasoning, and was immediately recognized to be of exceptional
depth and importance. A key step in the proof, now known as the Szemerédi
Regularity Lemma, is a structural classification of large graphs. Over time, this
lemma has become a central tool of both graph theory and theoretical computer
science, leading to the solution of major problems in property testing, and giving
rise to the theory of graph limits.

Still other surprises lay in wait. Beyond its impact on discrete mathematics and
additive number theory, Szemerédi’s theorem inspired Hillel Furstenberg to develop
ergodic theory in new directions. Furstenberg gave a new proof of Szemerédi’s
theorem by establishing the Multiple Recurrence Theorem in ergodic theory, thereby
unexpectedly linking questions in discrete mathematics to the theory of dynamical
systems. This fundamental connection led to many further developments, such as the
Green–Tao theorem asserting that there are arbitrarily long arithmetic progressions
of prime numbers.

Szemerédi has made many additional deep, important, and influential
contributions to both discrete mathematics and theoretical computer science.
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Examples in discrete mathematics include the Szemerédi–Trotter theorem, the
Ajtai–Komlós–Szemerédi semi-random method, the Erdős–Szemerédi sum-
product theorem, and the Balog–Szemerédi–Gowers lemma. Examples in
theoretical computer science include the Ajtai–Komlós–Szemerédi sorting network,
the Fredman–Komlós–Szemerédi hashing scheme, and the Paul–Pippenger–
Szemerédi–Trotter theorem separating deterministic and non-deterministic linear
time.

Szemerédi’s approach to mathematics exemplifies the strong Hungarian
problem-solving tradition. Yet, the theoretical impact of his work has been a
game-changer.
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756 The Niels Henrik Abel Board

2016

Kristian Ranestad (chair)
Anne Borg
Hans Munthe-Kaas
Einar Rønquist
Anne Carine Tanum
Øivind Andersen (observer)

2017

Kristian Ranestad (chair)
Anne Borg
Hans Munthe-Kaas
Einar Rønquist
Anne Carine Tanum
Øystein Hov (observer)



The Abel Lectures 2013–2017

2013

Pierre Deligne (Institute for Advanced Study, Princeton): Hidden symmetries of
algebraic varieties
Nick Katz (Princeton University): Life over finite fields
Claire Voisin (Université Paris VI): Mixed Hodge structures and the topology of
algebraic varieties
Ravi Vakil (Stanford University): Algebraic geometry and the ongoing unification
of mathematics [Science Lecture]

2014

Yakov G. Sinai (Princeton University and The Russian Academy of Sciences): Now
everything has been started? The origin of deterministic chaos
Gregory A. Margulis (Yale University): Kolmogorov–Sinai entropy and homoge-
neous dynamics
Konstantin Khanin (University of Toronto): Between mathematics and physics
Domokos Szász (Budapest University of Technology): Mathematical billiards and
chaos [Science Lecture]

2015

John F. Nash, Jr. (Princeton University): An interesting equation
Louis Nirenberg (New York University): Some remarks on mathematics
Camillo De Lellis (Universität Zürich): Surely you’re joking, Mr. Nash?
Tristan Rivière (ETH, Zürich): Exploring the unknown, the work of Louis Nirenberg
on Partial Differential Equations1

Frank Morgan (Williams College, USA): Soap bubbles and mathematics [Science
Lecture]

1Published in Notices of the AMS 63(2):120–125 (2016).
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2016

Sir Andrew Wiles (Oxford University): Fermat’s Last Theorem: abelian and non-
abelian approaches
Henri Darmon (McGill University, Canada): Andrew Wiles’ marvelous proof 2

Manjul Bhargava (Princeton University): What is the Birch–Swinnerton-Dyer Con-
jecture, and what is known about it?
Simon Singh: From Fermat’s Last Theorem to Homer’s Last Theorem [Popular
Lecture]

2017

Yves Meyer (École Normale Supérieure Paris-Saclay): Detection of gravitational
waves and time-frequency wavelets
Stéphane Mallet (École Polytechnique, Paris): A wavelet zoom to analyze a multi-
scale world
Ingrid Daubechies (Duke University): Wavelet bases: roots, surprises and applica-
tions
Emmanuel Jean Candès (Stanford University): Wavelets, sparsity and its conse-
quences

2Published in Notices of the AMS 64(3):209–216 (2017), and Newsletter of the EMS, Issue 104
(June 2017), 7–13.



The Abel Laureate Presenters 2013–2017

In March each year when the President of the Norwegian Academy of Science and
Letters announces the Abel Laureate and the Chair of the Abel Committee states the
reasons for the selection, a mathematician presents the work of the Laureate. Below
we list the presenters for the period 2013–2017:

2013 (P. Deligne) Timothy Gowers, University of Cambridge
2014 (Y. G. Sinai) Jordan S. Ellenberg, University of Wisconsin
2015 (J. F. Nash, Jr. and L. Nirenberg) Alexander Bellos, London
2016 (A. Wiles) Alexander Bellos, London
2017 (Y. Meyer) Terence Tao, University of California at Berkeley
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The Interviews with the Abel Laureates

Transcripts of parts of the interviews that Christian Skau, Norwegian University
of Science and Technology, (2013–2017), Martin Raussen, Aalborg University,
(2013–2016), and Bjørn I. Dundas, University of Bergen, (2017) made with each
laureate in connection with the Prize ceremonies, can be found in the following
publications:

2013 Pierre Deligne

EMS Newsletter, issue 89 (Sep. 2013) 15–23,
AMS Notices, 61 (2014) 177–185.

2014 Yakov Sinai

EMS Newsletter, issue 93 (Sep. 2014) 12–19,
AMS Notices, 62 (2015) 152–160.

2015 John F. Nash Jr. and Louis Nirenberg

EMS Newsletter, issue 97 (Sep. 2015) 26–31, (Nash),
EMS Newsletter, issue 98 (Dec. 2015) 33–38, (Nirenberg),
AMS Notices, 63 (2016) 135–140, (Nirenberg),
AMS Notices, 63 (2016) 486–491, (Nash).

2016 Sir Andrew J. Wiles

EMS Newsletter, issue 101 (Sep. 2016) 29–38,
AMS Notices, 64 (2017) 198–207.

2017 Yves Meyer

EMS Newsletter, issue 105 (Sep. 2017) 14–22,
AMS Notices, 65 (2018) 520–529.
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762 The Interviews with the Abel Laureates

The interviews for the period 2003–2016 have been published in the book M.
Raussen and C. Skau (eds.) Interviews with the Abel Prize Laureates 2003–2016,
European Mathematical Society Publishing House, Zürich, 2017.
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2003 Jean-Pierre Serre

(i) Publications
2013

[210], [211], [212], and [261] have all been reprinted by Springer as Oeuvres —
Collected Papers, Vols. I–IV.

2014

[297] Bases normales autoduales et groupes unitaires en caractéristique 2. Trans-
form. Groups 19(2):643–698. Erratum loc. cit. 20(1):305 (2015).

[298] Henri Cartan 1904–2008. Bull. Lond. Math. Soc. 46(1):211–216.

2015

[299] (co-edited with P. Colmez). Correspondance Serre–Tate: Volume I (1956–
1973). Documents Mathématiques 13, xxviii+448 pp.

[300] (co-edited with P. Colmez). Correspondance Serre–Tate: Volume II (1973–
2000). Documents Mathématiques 14, xvi+521 pp.

2016

[301] Finite Groups: An Introduction. Surveys of Modern Mathematics, Vol. 10.
International Press, Somerville, MA; Higher Education Press, Beijing.

[302] Lettre à Armand Borel. In Frobenius distributions: Lang–Trotter and Sato–
Tate conjectures. Contemp. Math., 663, Amer. Math. Soc., Providence, RI,
1–9.

1H. Holden, R. Piene (eds.): The Abel Prize 2003–2007. The First Five Years. Springer, Berlin,
2010, and H. Holden, R. Piene (eds.): The Abel Prize 2008–2012. Springer, Berlin, 2014.
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[303] Collected works of John Tate. Part I (1951–1975). Edited by Barry Mazur
and Jean-Pierre Serre. American Mathematical Society, Providence, RI.
xxvii+716 pp.

[304] Collected works of John Tate. Part II (1976–2006). Edited by Barry Mazur
and Jean-Pierre Serre. American Mathematical Society, Providence, RI.
xxv+751 pp.

2017

[305] On the mod p reduction of orthogonal representations. arXiv:1708.00046.

2018

[306] Cohomological invariants mod 2 of Weyl groups. To appear in Oberwolfach
Reports 15 (2018). arXiv:1805.07172.

(ii) Addendum CV
Honorary degree, Tsing Hua University, 2017.

2004 Sir Michael Atiyah and Isadore M. Singer

(i) Publications by M. Atiyah
2013

[265] published in Math. Proc. Cambridge Philos. Soc. 155, no. 1, 13–37.

2014

[266] Collected works. Vol. 7. (2002–2013) Oxford University Press, Oxford.
[267] Geometry in 2, 3 and 4 dimensions. In The Poincaré conjecture, Clay Math.

Proc. 19:1–6.
[268] Solomon Lefschetz and Mexico. The influence of Solomon Lefschetz in

geometry and topology. Contemp. Math. vol. 621, Amer. Math. Soc.
[269] (with S. Zeki, J. P. Romaya, D. M. T. Benincasa) The experience of mathe-

matical beauty and its neural correlates. Frontiers in Human Neuroscience,
Vol. 8, Article 68, 1–12.

2015

[270] The pre-history of the European mathematical society. Eur. Math. Soc. Newsl.
95:17–18.

[271] (with G. Franchetti and B. J. Schroers). Time evolution in a geometric model
of a particle. J. High Energy Phys. no. 2, 062, front matter+16 pp.

[272] The art of mathematics. In Art in the Life of Mathematicians. A. K.
Szemerédi, editor. Amer. Math. Soc., Providence, RI.
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2016

[273] Riemann’s influence in geometry, analysis and number theory. In The legacy
of Bernhard Riemann after one hundred and fifty years. Vol. I, 57–67, Adv.
Lect. Math. 35.1, Int. Press, Somerville, MA.

[274] The Hirzebruch signature theorem for conical metrics. In Arbeitstagung Bonn
2013, 1–15, Progr. Math., 319, Birkhäuser/Springer, Cham.

[275] (with N. S. Manton) Complex Geometry of Nuclei and Atoms. arXiv
1609.02816.

[276] The non-existent complex 6-sphere. arXiv 1610.09366.

2017

[277] Geometric Models of Helium. Modern Phys. Lett. A 32 , no. 14, 1750079, 11
pp.

[278] (with M. Dunajski and L.J. Mason) Twistor theory at fifty: from contour
integrals to twistor strings. Proc. R. Soc. A. 473, no. 2206, 20170530, 33 pp.

[279] Scalar curvature, flat Borromean rings and the 3-body problem. arXiv
1709.01539.

[280] (with M. Marcolli) Anyons in geometric models of matter. J. High Energ.
Phys. 76, 23 pp.

2018

[281] (with J. Malkoun) The Relativistic Geometry and Dynamics of Electrons.
Found. Phys. 48, no. 2, 199–208.

[282] William Leonard Edge. Eur. J. Math. 4, no. 1, 437–438.
[283] (with C. Zapata-Carratala) K-theory and the Jones polynomial. In Ludwig

Faddeev Memorial Volume: A Life in Mathematical Physics. M.-L. Ge,
A.J. Niemi, K. K. Phua, and L. A. Takhtajan, editors. World Sci. Publ.,
Hackensack, NJ, pp. 53–57. Also published in Rev. Math. Phys. 30, no. 6,
1840002, 5 pp.

[284] Understanding the 6-dimensional sphere. In Foundations of Mathematics and
Physics One Century After Hilbert. J. Kouneiher editor, Springer, Cham,
pp. 129–133.

2019

[285] Arithmetic physics. In Proceedings of the ICM 2018, Rio de Janeiro, Brazil.
Vol. I. World Scientific. pp. 263–270.

(ii) Addendum CV for Atiyah
Member, Academia Europaea, 1988.
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(iii) Articles and books about Atiyah and Singer in connection with the Abel
Prize

A. Mukherhjee: Atiyah–Singer Index Theorem. An Introduction. Hindustan Book
Agency, 2013.
S. Roberts: Michael Atiyah’s Imaginative State of Mind. Quanta Magazine, https://
www.quantamagazine.org/read-offline/21348/.

2005 Peter D. Lax

(i) Publications
2013

[215], [216] have been reprinted in Springer Collected Works in Mathematics,
Springer, New York, 2013.

2014

[233] (with M. S. Terell) Calculus with Applications. Undergraduate Texts in
Mathematics. Springer, New York.

[234] (with J.L. Kazdan, A.B. Novikoff, C. D., Hill, A. Jameson, E. V. Swenson,
R.B. Shapiro, C. Garabedian, and E. Garabedian) Emily Paul Roesel Garabe-
dian (1927–2010). Notices Amer. Math. Soc. 61, no. 3, 244–255.

[235] Numbers and functions: from a classical experimental mathematicians point
of view [book review]. Amer. Math. Monthly 121, no. 2, 183.

2015

[236] Painting and mathematics. In Art in the Life of Mathematicians. A. K.
Szemerédi, editor. Amer. Math. Soc., Providence, RI.

[237] (with S. Anastasio, R.D. Douglas, C.Foias, W.M. Ching, M. Davis, M. Sharir,
M. Wigler, J.A. Fisher, L. Nirenberg, P.M. Willig, and H. Porta) In memory
of Jacob Schwartz. Notices Amer. Math. Soc. 62, no. 5, 473–490.

2018

[238] (with M.S. Terrell) Multivariable Calculus with Applications. Undergraduate
Texts in Mathematics. Springer, Cham, 483 pp.

(iii) A biography of Peter Lax

R. Hersch: Peter Lax, Mathematician. An Illustrated Memoir. American Mathemat-
ical Society, Providence, 2015.

2006 Lennart Carleson

(ii) Addendum CV
Member, Academia Europaea, 1993.

https://www.quantamagazine.org/read-offline/21348/
https://www.quantamagazine.org/read-offline/21348/
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(iii) Articles about Carleson in connection with the Abel Prize

Lennart Carleson erhält den Abel-Preis. [German] Mitt. Dtsch. Math.-Ver. 14 (2006),
no. 2, 87–88.
H. Duistermaat: Abel Prize winner 2006; Lennart Carleson: achievements until now.
Nieuw Arch. Wiskd. (5) 8 (2007), no. 3, 175–177.
A, Vargas: 2006 Abel Prize: Lennart Carleson. [Catalan] SCM Not., no. 21 (2007),
63–65.
J. Ortega-Certà, J. Tatier: Lennart Carleson, 2006 Abel Prize. [Catalan] Butl. Soc.
Catalana Mat. 22 (2007), no. 2, 153–164, 230 (2008).

2007 S. R. Srinivasa Varadhan

(i) Publications by S. R. S. Varadhan

1988

[68] Reprinted in R. Azencott, M. Freidlin, S.R.S. Varadhan (editors) Large
Deviations at Saint-Flour, 213–261. Springer, Heidelberg.

2010

[136] was published in Ann. Probab. 42(2):649–688 in 2014.

2013

[144] (with S. Sethuraman). Large deviations for the current and tagged par-
ticle in 1D nearest-neighbor symmetric simple exclusion. Ann. Probab.
41(3A):1461–1512.

[145] Entropy, large deviations, and scaling limits. Comm. Pure Appl. Math. 66,
no. 12, 1914–1932.

2014

[146] (with Y. Kifer). Nonconventional large deviations theorems. Probab. Theory
Related Fields 158(1–2): 197–224.

[147] (with Y. Kifer). Nonconventional limit theorems in discrete and continuous
time via martingales. Ann. Probab. 42(2):649–688.

2015

[148] Topics in occupation times and Gaussian free fields. [book review]. Bull.
Amer. Math. Soc. (N.S.) 152(1):167–169.

[149] (with M. Gorny) Fluctuations of the self-normalized sum in the Curie–Weiss
model of SOC. J. Stat. Phys. 160, no. 3, 513–518.

[150] Entropy and its many avatars. J. Math. Soc. Japan 67, no. 4, 1845–1857.



768 Addenda, Errata, and Updates

2016

[151] (with A. Dembo, M. Shkolnikov, O. Zeitouni) Large deviations for diffusions
interacting through their ranks. Comm. Pure Appl. Math. 69, no. 7, 1259–
1313.

[152] Large Deviations. Courant Lecture Notes in Mathematics, 27. American
Mathematical Society, Providence, RI, 2016. vii+104 pp.

[153] (with C. Mukherjee) Brownian occupation measures, compactness and large
deviations. Ann. Probab. 44, no. 6, 3934–3964.

[154] Martingale methods for the central limit theorem. In Rabi N. Bhattacharya–
Selected Papers. M. Denker and E. Waymire, editors. Contemp. Mathemati-
cians, Birkhäuser/Springer, Cham. pp. 131–135.

2017

[155] (with Y. Kifer) Tails of polynomials of random variables and stable limits for
nonconventional sums. J. Stat. Phys. 166, no. 3–4, 575–608.

2018

[156] (with C. Mukherjee) Identification of the Polaron measure and its central
limit theorem. arXiv:1802.05696.

[157] (with C. Mukherjee) Strong coupling limit of the Polaron measure and the
Pekar process. arXiv:1806.06865.

(iii) Articles about Varadhan in connection with the Abel Prize

On the award of the Abel Prize to S. R. S. Varadhan. [Russian] Teor. Veroyatn.
Primen 52 (2007), no. 3, 417–418; translation in Theory Probab. Appl. 52 (2008),
no. 3, 371.

2008 John G. Thompson and Jacques Tits

(i) Publications by J. G. Thompson
2012

[99] (with H.L. Montgomery). Geometric properties of the zeta function. Acta
Arith. 155(4):373–396.

2014

[100] (with P. Balister, B. Bollobás, and Z. Füredi). Minimal symmetric differences
of lines in projective planes. J. Combin. Des. 22(10):435–451.

[101] (with P. Sin). Some uniserial representations of certain special linear groups.
J. Algebra 398:448–460.
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(i) Publications by J. Tits
2011

[208a] Sur les groupes algébriques affins. Théorèmes fondamentaux de structure.
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